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This paper analyses Australian annual rainfall data from 1900 to 2006. We use new statistical techniques based on the concept of fractional integration, which allow us to examine the dynamic behaviour of the series in a much richer way than the classic approaches based on stationary or nonstationary processes. Moreover, the possibility of a structural break at an unknown date is also taken into account. The results indicate that a break takes place at 1973, the time trend coefficients being insignificant in the two subsamples, and the degree of dependence between the observations is higher after the break. Regional data are also explored and the results show significant differences in the degree of persistence across the regions, especially after the breaks.

Introduction

The modelling of rainfall and other hydrological data has been the point of much discussion in past research. Hurst (1951) heuristically detected the presence of long range dependence (or long memory) in the well-known series of annual minima of the Nile River. These processes are so called because they display a high degree of association between observations which are distant in time. Following Hurst’s work, extensive research has been carried out to detect long memory in hydrological data. According to Montanari and Rosso (1997) there are two main reasons for the presence of the Hurst phenomenon in time series: (a) the series exhibits persistence, i.e. a strong association between observations widely separated in time, and/or (b) the mean of the series changes with time, i.e. the series is nonstationary. Nowadays, it is widely accepted that the Hurst phenomenon may be caused by both serial correlation and nonstationarity. In another study, Montanari et al. (1996) examined six rainfall time series in various sites in Italy, in order to analyse whether a linear trend and/or long memory is present in the data. Among other methods, they propose a modified variance-type estimator to detect long memory even when some types of nonstationarity are potentially present. They found a decreasing trend, though not statistically significant, in each of their records, but significant long memory in only two of them.

In this article we examine the long memory property of annual Australian-averaged rainfall data using fractional integration techniques. By fractional integration we mean that the order of differencing required to get a series that is stationary may be a fractional value. A proper discussion of this idea and other relevant statistical concepts will be presented in the following section. We employ a procedure that permits us to estimate the fractional differencing parameter even in nonstationary contexts. Moreover, the presence of a changing deterministic pattern is also examined through a method that allows us to estimate the deterministic terms and the fractional orders of integration at each subsample, the break-date being endogenously determined by the model itself.

There are numerous papers describing analysis of Australian rainfall data. For example, McBride and Nicholls (1983) showed that the variability of rainfall across Australia is strongly influenced by the El Niño-Southern Oscillation (ENSO) on interannual time scales. Chiew and McMahon (2003) also demonstrated a link between ENSO and Australian rainfall. More recently, Srikanthan et al. (2007) argued that long-term persistence in Australian annual rainfall data
results from climatic fluctuations between wet and dry periods influenced by the ENSO phenomenon and the inter-decadal Pacific Oscillation. When exploring Australian rainfall on a regional scale, Simmonds and Hope (1997) identified statistically significant persistence on monthly, seasonal and annual time scales, together with significant correlation with the SOI (Southern Oscillation Index). Another recent study modelling persistence in annual Australian point rainfall data is described in Whiting et al. (2003). These authors examined annual rainfall time series for Sydney from 1859 to 1999 and showed clear evidence of nonstationarity in the data.

Terminology and statistical concepts

A time series process \( \{x_t, t = 0, \pm 1, \ldots\} \) is said to be (covariance) stationary if the mean and the variance do not depend on time and the covariance between any two observations depends on the temporal distance between them but not on their specific location in time. This is a minimal requirement in time series analysis to make statistical inference.

Given a zero-mean covariance-stationary process \( \{x_t, t = 0, \pm 1, \ldots\} \), with autocovariance function \( \gamma(u) = \text{Cov}(x_t, x_{t+u}) \), we say that \( x_t \) is integrated of order zero (denoted by \( x_t \approx I(0) \)) if

\[
\sum_{u=-\infty}^{\infty} |\gamma(u)| < \infty.
\]

Examples of \( I(0) \) processes are the familiar white noise, stationary autoregressions (AR), moving averages (MA), autoregressive moving averages (ARMA), etc. If the time series is nonstationary, one possibility for transforming the series into a stationary one is to take first differences, such that

\[
(1 - L)x_t = u_t, \quad t = 1, 2, \ldots \quad (1)
\]

where \( L \) is the lag-operator \( (Lx_t = x_{t-1}) \) and \( u_t \) is \( I(0) \) as defined above. In such a case, \( x_t \) is said to be integrated of order 1 (denoted by \( x_t \approx I(1) \)). Likewise, if two differences are required, the series is integrated of order 2 (\( I(2) \)). If the number of differences required to get \( I(0) \) stationarity is not an integer but a fractional one, the process is said to be fractionally integrated or \( I(d) \). In other words, we say that \( x_t \) is \( I(d) \) if

\[
(1 - L)^d x_t = u_t, \quad t = 1, 2, \ldots \quad (2)
\]

with \( I(0) u_t \). Note that the expression in the left-hand-side in Eqn 2 can be presented in terms of its Binomial expansion, such that, for all real \( d \),

\[
(1 - L)^d = \sum_{j=0}^{\infty} \binom{d}{j}(-1)^j L^j = 1 - dL + \frac{d(d-1)}{2}L^2 - \ldots,
\]

(Beran 1994), and Eqn 2 can be written as:

\[
x_t = d x_{t-1} - \frac{d(d-1)}{2}x_{t-2} + \ldots + u_t
\]

If \( d \) is a positive integer value, \( x_t \) will be a function of a finite number of past observations, while if \( d \) is not an integer, \( x_t \) depends strongly upon values of the time series far in the past (e.g., Granger and Ding 1996; Dueker and Asea 1998). Moreover, the higher the value of \( d \), the higher will be the level of association between the observations.

The parameter \( d \) plays a crucial role from a statistical viewpoint. Thus, if \( d < 0 \), the series is said to be anti-persistent (Mandelbrot 1977); if \( d = 0 \), \( x_t \) is stationary \( I(0) \); if \( 0 < d < \frac{1}{2} \), the series is fractionally integrated though still covariance stationary, and as \( d \) increases beyond \( \frac{1}{2} \) and through 1 (the unit root case) \( x_t \) can be viewed as becoming “more nonstationary” in the sense, for example, that the variance of the partial sums increases in magnitude. This is also true for \( d > 1 \), so a large class of nonstationary processes may be described by Eqn 2 with \( d \geq \frac{1}{2} \).

The statistical model

We seek to model the observed time series \( y_t \) as the sum of a linear trend and a fractionally integrated noise term over two subsamples

\[
y_t = \alpha_1 + \beta_1 t + x_t,
\]

\[
(1 - L)^d_1 x_t = u_t, \quad t = 1, \ldots, T_b \quad (3)
\]

\[
y_t = \alpha_2 + \beta_2 t + x_t,
\]

\[
(1 - L)^d_2 x_t = u_t, \quad t = T_b + 1, \ldots, T \quad (4)
\]

where the \( \alpha \)s and the \( \beta \)s are the coefficients corresponding respectively to the intercepts and the linear trends; \( d_1 \) and \( d_2 \) may be real values, \( u_t \) is \( I(0) \) and \( T_b \) is the location of an unknown break to be estimated from the data. Note that the model in Eqns 3 and 4 can also be written as

\[
(1 - L)^d_1 y_t = \alpha_1 \tilde{y}_t(d_1) + \beta_1 \tilde{y}_t(d_1) + u_t,
\]

\[
t = 1, \ldots, T_b \quad (5)
\]

\[
(1 - L)^d_2 y_t = \alpha_2 \tilde{y}_t(d_2) + \beta_2 \tilde{y}_t(d_2) + u_t,
\]

\[
t = T_b + 1, \ldots, T \quad (6)
\]

where \( \tilde{y}_t(d_i) = (1 - L)^d_i 1 \) and \( \tilde{y}_t(d_i) = (1 - L)^d_i t \) (for \( i = 1, 2 \)).
The method presented here is based on the least squares principle and is similar to the one employed in Bai and Perron (1998). First we choose a grid for the values of the fractional differencing parameters $d_1$ and $d_2$, for example, $d_1 = -1, -0.99, -0.98, \ldots, 1.99, 2$ ($i = 1, 2$). Then, for a given partition with a break location at $t = \{T_i\}$ and given $d_1$, $d_2$ values ($d_{1o}, d_{2o}$), we estimate the $\alpha$s and the $\beta$s by minimizing the sum of squared residuals,

$$
\min \left\{ \sum_{i=1}^{T} \left[ (1-L)^{d_{1o}} y_i - \alpha_1 \tilde{\eta}(d_{1o}) - \beta_1 \tilde{\eta}(d_{2o}) \right]^2 + \sum_{i=1}^{T} [ (1-L)^{d_{2o}} y_i - \alpha_2 \tilde{\eta}(d_{2o}) - \beta_2 \tilde{\eta}(d_{2o}) ]^2 \right\}
$$

in case of uncorrelated disturbances or using Generalized Least Squares (GLS) with autocorrelated $u_t$.

Let $\hat{\alpha}(T_b; d_{1o}^{(1)}, d_{2o}^{(1)})$ and $\hat{\beta}(T_b; d_{1o}^{(m)}, d_{2o}^{(n)})$ denote the resulting estimates for a partition at $t = \{T_i\}$ and initial values $d_{1o}^{(1)}$ and $d_{2o}^{(1)}$. Substituting these estimated values on the objective function in Eqns 3 and 4, we have RSS($T_b; d_{1o}^{(m)}, d_{2o}^{(n)}$), and minimizing this expression across all values of $d_{1o}$ and $d_{2o}$ in the grid we obtain

$$
\text{RSS}(T_b) = \min_{m,n} \text{RSS}(T_b; d_{1o}^{(m)}, d_{2o}^{(n)}),
$$

where $m$ and $n$ are the number of values in the grid-search. Then, the estimated break point, $\hat{T}_k$, is such that

$$
\hat{T}_k = \min \{ T_1, T_2, \ldots, T_m \} \text{ RSS}(T_i).
$$

where the minimization is taken over all partitions $T_1, T_2, \ldots, T_m$, such that $T_j - T_{j-1} = |e_i|$. Then, the regression parameter estimates are the associated least-squares estimates of the estimated $k$-partition, i.e., $\hat{\alpha}_i = \hat{\alpha}_i(\hat{T}_k), \hat{\beta}_i = \tilde{\eta}_i(\hat{T}_k)$, and their corresponding differencing parameters, $\hat{d}_i = \hat{d}_i(\hat{T}_k)$ for $i = 1$ and 2. Several Monte Carlo results based on the model in Eqns 3 and 4 are provided in Gil-Alana (2008). In that paper, the author shows that the method performs relatively well even with samples as small as those employed in the present work.

**The Australian rainfall data**

Australia’s annual mean rainfall is an area-weighted average of the total annual precipitation at approximately 370 high-quality rainfall stations around the country. The rainfall records of these stations form part of a dataset developed to monitor long-term trends in Australian rainfall. These data are obtained from the Australian Bureau of Meteorology, and they are available at http://www.bom.gov.au/silo/products/cli_chg/ (see also Lavery et al., 1992, 1997). The data cover the period 1900-2006.

The upper part of Fig. 1 displays a plot of the rainfall series. A slight increase in Australian annual mean rainfall is evident during the 20th century although this is largely due to several wet years during the 1970s. However, the high year-to-year variability of Australian rainfall dominates any background trends. Some of this variability can be accounted for by the El Niño-Southern Oscillation. The second plot in the figure displays the sample autocorrelation values. We observe various significant values even at some large lags suggesting that long memory may be present in the data. The periodogram (displayed in the lower part of the figure)
where \( T^* \) is a compact subset of the \( \mathbb{R}^q \) Euclidean space.

\( I(l;j) \) is the periodogram of \( u_t \) evaluated under the null hypothesis, i.e., and the function \( g \) appearing in the equation above is a known function obtained from the spectral density function of \( u_t \), it has been shown by Robinson (1994) that and also, that the test is the most efficient one (in the Pitman sense) against local departures from the null hypothesis. We take values equal to \(-2, -1.99, \ldots, 1.99, 2\), and consider the cases of \( a = b = 0 \) a priori (i.e. with no deterministic terms in the undifferenced regression Eqn 8); \( a \) unknown and \( b = 0 \) a priori (i.e. with an intercept); and \( a \) and \( b \) unknown (with a linear time trend).

The results displayed in Table 1 refer to the confidence intervals of those values of \( d_0 \) where \( H_0 \) (Eqn 7) cannot be rejected at the 5 per cent significance level for the three cases of no regressors, an intercept, and an intercept with a linear time trend, assuming that the disturbances \( u_t \) in Eqn 9 are white noise, and AR(1) and AR(2) processes. We also display in the table (in parenthesis) the values of \( d_0 \) producing the lowest statistic in absolute value across \( d \), which should be an approximation to the maximum likelihood estimate. Note that this method is based on the Whittle function, which is an approximation to the likelihood function (Whittle 1954).

Starting with the case of no regressors, the first thing we observe is that the null hypothesis of \( I(0) \) stationarity, i.e. \( d = 0 \), is rejected in favor of long memory (\( d > 0 \)) for the three assumed types of disturbances. The lowest statistic takes place at \( d_0 = 0.51 \) with white noise \( u_t \); at \( d_0 = 0.38 \) with AR(1) \( u_t \), and at \( d_0 = 0.53 \) with AR(2) \( u_t \). Including an intercept and/or a linear time trend, the results are fairly similar in the two cases, and the lowest statistics occur now at values of \( d \)

Empirical results

The first thing we do is estimate the fractional differencing parameter assuming that there are no breaks in the data. For this purpose we employ a parametric approach suggested by Robinson (1994). We test the null hypothesis

\[ H_0 : d = d_0, \quad \text{...}(7) \]

in a model given by

\[ y_t = \alpha + \beta t + x_t, \quad t = 1, 2, \ldots \text{...}(8) \]

with \( x_t \) given by

\[ (1 - L)^d x_t = u_t, \quad \text{...}(9) \]

and \( I(0)u_t \). This method is based on the Lagrange Multiplier (LM) principle and tests \( H_0 \) (7) for any real value \( d \), including thus the cases of \( I(0) \) stationarity (\( d_0 = 0 \), i.e., \( x_t = u_t \) in Eqn 9), nonstationarity (\( d_0 \geq 1/2 \)), and the unit root case when \( d_0 = 1 \). The test statistic takes the form

\[ \hat{\tau} = \frac{T^{1/2}}{\hat{\sigma}^2} \hat{A}^{-1/2} \hat{A}^{-1/2} \quad \text{...}(10) \]

where \( T \) is the sample size and

\[ \hat{\alpha} = -\frac{2\pi}{T} \sum_{j=1}^{T-1} \psi(\lambda_j) g(\lambda_j; \hat{\tau})^{-1} I(\lambda_j); \]

\[ \hat{\sigma}^2 = \hat{\sigma}^2(\hat{\tau}) = \frac{2\pi}{T} \sum_{j=1}^{T-1} g(\lambda_j; \hat{\tau})^{-1} I(\lambda_j); \]

\[ \hat{\lambda} = \frac{2}{T} \sum_{j=1}^{T-1} \hat{\psi}(\lambda_j) \hat{\psi}^2(\lambda_j) - \frac{T-1}{\sum_{j=1}^{T-1} \hat{\psi}(\lambda_j) \hat{\psi}(\lambda_j)} \]

\[ \times \left( \sum_{j=1}^{T-1} \hat{\psi}(\lambda_j) \hat{\psi}(\lambda_j) \right)^{-1} \sum_{j=1}^{T-1} \hat{\psi}(\lambda_j) \hat{\psi}(\lambda_j) \]

\[ \psi(\lambda_j) = \log \left( 2 \sin \left( \frac{\lambda_j}{2} \right) \right); \quad \hat{\psi}(\lambda_j) = \frac{\partial}{\partial \tau} \log g(\lambda_j; \hat{\tau}); \]

\[ \lambda_j = \frac{2\pi j}{T}; \quad \hat{\tau} = \text{arg min}_{\tau \in T^*} \hat{\sigma}^2(\tau). \]

where \( T^* \) is a compact subset of the \( \mathbb{R}^q \) Euclidean space. \( I(\lambda_j) \) is the periodogram of \( u_t \) evaluated under the null hypothesis, i.e.,

\[ \hat{u}_t = (1 - L)^d_0 y_t - \hat{\gamma}_t w_t; \quad \hat{\gamma} = (\hat{\alpha}, \hat{\beta}); \]

\[ \hat{\gamma} = \left( \sum_{t=1}^{T} w_t w_t \right)^{-1} \sum_{t=1}^{T} (1 - L)^d_0 y_t; \]

and the function \( g \) appearing in the equation above is a known function obtained from the spectral density function of \( u_t \), it has been shown by Robinson (1994) that

\[ f(\lambda; \sigma^2; \tau) = \frac{\sigma^2}{2\pi} g(\lambda; \tau), \quad -\pi < \lambda \leq \pi. \]

It has been shown by Robinson (1994) that

\[ \hat{\tau} \to d \quad N(0,1) \quad \text{as} \quad T \to \infty, \]

and also, that the test is the most efficient one (in the Pitman sense) against local departures from the null hypothesis. We take \( d_0 \) values equal to \(-2, -1.99, \ldots, 1.99, 2\), and consider the cases of \( a = \beta = 0 \) a priori (i.e. with no deterministic terms in the undifferenced regression Eqn 8); \( a \) unknown and \( \beta = 0 \) a priori (i.e. with an intercept); and \( a \) and \( \beta \) unknown (with a linear time trend).

The results displayed in Table 1 refer to the confidence intervals of those values of \( d_0 \) where \( H_0 \) (Eqn 7) cannot be rejected at the 5 per cent significance level for the three cases of no regressors, an intercept, and an intercept with a linear time trend, assuming that the disturbances \( u_t \) in Eqn 9 are white noise, and AR(1) and AR(2) processes. We also display in the table (in parenthesis) the value of \( d_0 \) producing the lowest statistic in absolute value across \( d \), which should be an approximation to the maximum likelihood estimate. Note that this method is based on the Whittle function, which is an approximation to the likelihood function (Whittle 1954).

Starting with the case of no regressors, the first thing we observe is that the null hypothesis of \( I(0) \) stationarity \( x_t \) (i.e. \( d = 0 \)) is rejected in favor of long memory (\( d > 0 \)) for the three assumed types of disturbances. The lowest statistic takes place at \( d_0 = 0.51 \) with white noise \( u_t \); at \( d_0 = 0.38 \) with AR(1) \( u_t \), and at \( d_0 = 0.53 \) with AR(2) \( u_t \). Including an intercept and/or a linear time trend, the results are fairly similar in the two cases, and the lowest statistics occur now at values of \( d \).
Table 1. Confidence intervals for the values of $d$ based on Robinson (1994) in the Australian-averaged annual rainfall data.

<table>
<thead>
<tr>
<th>$u_t$ / Regressor</th>
<th>No regressors</th>
<th>With an intercept</th>
<th>With a linear trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>White noise</td>
<td>(0.33 - 0.51)</td>
<td>(0.22 - 0.38)</td>
<td>(0.05 - 0.25)</td>
</tr>
<tr>
<td>AR(1)</td>
<td>(0.19 - 0.38)</td>
<td>(0.09 - 0.25)</td>
<td>(0.06 - 0.18)</td>
</tr>
<tr>
<td>AR(2)</td>
<td>(0.36 - 0.53)</td>
<td>(0.29 - 0.50)</td>
<td>(0.21 - 0.41)</td>
</tr>
</tbody>
</table>

In bold, the values of $d$ producing the lowest statistics.

Table 2. Selected model for each of the specifications in Table 1.

<table>
<thead>
<tr>
<th>$u_t$ / Regressor</th>
<th>No regressors</th>
<th>With an intercept</th>
<th>With a linear trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>White noise</td>
<td>$y_t = 99.738 + x_t$</td>
<td>$y_t = 139.579 - 4.128t + x_t$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>AR(1)</td>
<td>$y_t = 33.230 + x_t$</td>
<td>$y_t = 87.329 - 1.421t + x_t$</td>
<td></td>
</tr>
<tr>
<td>$u_t = 0.126u_{t-1} + \varepsilon_t$</td>
<td>(0.158)</td>
<td>(0.002)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$y_t = 191.46 + x_t$</td>
<td>$y_t = 250.98 - 3.530t + x_t$</td>
<td></td>
</tr>
<tr>
<td>$u_t = 0.161u_{t-1} + \varepsilon_t$</td>
<td>(0.048)</td>
<td>(0.006)</td>
<td></td>
</tr>
<tr>
<td>AR(2)</td>
<td>$y_t = -0.126u_{t-1} + \varepsilon_t$</td>
<td>$y_t = -0.088u_{t-1} + \varepsilon_t$</td>
<td></td>
</tr>
<tr>
<td>$0.294u_{t-2} + \varepsilon_t$</td>
<td>(0.158)</td>
<td>(0.002)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$y_t = -40.695 + 0.753t + u_t$</td>
<td>$y_t = -40.322 + 0.719t + u_t$</td>
<td></td>
</tr>
<tr>
<td>$u_t = 0.210u_{t-1} + \varepsilon_t$</td>
<td>(0.010)</td>
<td>(0.008)</td>
<td></td>
</tr>
</tbody>
</table>

$p$-values in parentheses. The regressor $t$ in the last column is a time variable, with $t=1$ for the first observation and $t=T$ for the final one.

slightly smaller than in the previous case. In any case, the results presented so far seem to indicate that the national rainfall series is fractionally integrated or $I(d)$, with the estimated value of $d$ constrained between zero and one.

In Table 2 we display for each type of deterministic term (no regressors, an intercept, and an intercept with a linear trend), and each type of disturbance (white noise, AR(1) and AR(2)) the selected models associated to the lowest statistics (as shown in Table 1). The most striking feature observed in this table is that the coefficient associated with the time trend is negative and statistically significant for the three types of disturbances (see column four in Table 2). This negative coefficient may appear surprising in view of the plot in Fig. 1 where a slight increasing trend is observed. However, this is a consequence of the long memory structure obtained for the detrended process $x_t$. In fact, imposing $I(0)$ $x_t$, (i.e. $x_t = u_t$), and estimating a linear trend (i.e. no fractional differencing), the resulting models are

$$y_t = -40.695 + 0.753t + u_t$$

$(p$-values in parenthesis) in case of white noise $u_t$, and

$$y_t = -40.322 + 0.719t + u_t$$

$(p$-values in parenthesis) in case of AR(1) disturbances. Note, however that in these two cases along with the AR(2) case, the models are rejected according to the results reported in Table 1.

Table 3 displays the results for the regional series assuming that the disturbances are white noise. We note significant differences across the series. Thus, for example, the lowest degree of persistence is obtained for the Murray-Darling Basin, with values of $d$ around zero. On the other hand, northern Australia presents the highest values. For the remaining four regions, the values seem to be very sensitive to the degree of persistence is obtained for the Murray-Darling Basin, with values of $d$ around zero. On the other hand, northern Australia presents the highest values. For the remaining four regions, the values seem to be very sensitive to the degree of persistence.

In Table 4 we assume that $u_t$ is AR(1). In Table 5 we consider a more general type of autocorrelation structure, based on the model of Bloomfield (1973). This is a non-parametric approach that produces autocorrelations decaying exponentially as in the AR(MA) case. We observe in these two tables that practically all values are in the $I(0)$ region, the only exception being the AR(1) disturbances. Note, however that in these two cases along with the AR(2) case, the models are rejected according to the results reported in Table 1.

Table 3 displays the results for the regional series assuming that the disturbances are white noise. We note significant differences across the series. Thus, for example, the lowest degree of persistence is obtained for the Murray-Darling Basin, with values of $d$ around zero. On the other hand, northern Australia presents the highest values. For the remaining four regions, the values seem to be very sensitive to the degree of persistence.

In Table 4 we assume that $u_t$ is AR(1). In Table 5 we consider a more general type of autocorrelation structure, based on the model of Bloomfield (1973). This is a non-parametric approach that produces autocorrelations decaying exponentially as in the AR(MA) case. We observe in these two tables that practically all values are in the $I(0)$ region, the only exception being the AR(1) disturbances. Note, however that in these two cases along with the AR(2) case, the models are rejected according to the results reported in Table 1.

Table 3 displays the results for the regional series assuming that the disturbances are white noise. We note significant differences across the series. Thus, for example, the lowest degree of persistence is obtained for the Murray-Darling Basin, with values of $d$ around zero. On the other hand, northern Australia presents the highest values. For the remaining four regions, the values seem to be very sensitive to the degree of persistence.

In Table 4 we assume that $u_t$ is AR(1). In Table 5 we consider a more general type of autocorrelation structure, based on the model of Bloomfield (1973). This is a non-parametric approach that produces autocorrelations decaying exponentially as in the AR(MA) case. We observe in these two tables that practically all values are in the $I(0)$ region, the only exception being the AR(1) disturbances. Note, however that in these two cases along with the AR(2) case, the models are rejected according to the results reported in Table 1.

Table 3 displays the results for the regional series assuming that the disturbances are white noise. We note significant differences across the series. Thus, for example, the lowest degree of persistence is obtained for the Murray-Darling Basin, with values of $d$ around zero. On the other hand, northern Australia presents the highest values. For the remaining four regions, the values seem to be very sensitive to the degree of persistence.

In Table 4 we assume that $u_t$ is AR(1). In Table 5 we consider a more general type of autocorrelation structure, based on the model of Bloomfield (1973). This is a non-parametric approach that produces autocorrelations decaying exponentially as in the AR(MA) case. We observe in these two tables that practically all values are in the $I(0)$ region, the only exception being the AR(1) disturbances. Note, however that in these two cases along with the AR(2) case, the models are rejected according to the results reported in Table 1.

Table 3 displays the results for the regional series assuming that the disturbances are white noise. We note significant differences across the series. Thus, for example, the lowest degree of persistence is obtained for the Murray-Darling Basin, with values of $d$ around zero. On the other hand, northern Australia presents the highest values. For the remaining four regions, the values seem to be very sensitive to the degree of persistence.

In Table 4 we assume that $u_t$ is AR(1). In Table 5 we consider a more general type of autocorrelation structure, based on the model of Bloomfield (1973). This is a non-parametric approach that produces autocorrelations decaying exponentially as in the AR(MA) case. We observe in these two tables that practically all values are in the $I(0)$ region, the only exception being the AR(1) disturbances. Note, however that in these two cases along with the AR(2) case, the models are rejected according to the results reported in Table 1.
Table 3. Confidence intervals for the values of $d$ based on Robinson (1994) in the regionally-averaged rainfall data, based on white noise disturbances.

<table>
<thead>
<tr>
<th>Region</th>
<th>Regressor</th>
<th>No regressors</th>
<th>With an intercept</th>
<th>With a linear trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Australia</td>
<td></td>
<td>[0.23 (0.38) 0.56]</td>
<td>[0.00 (0.08) 0.20]</td>
<td>[-0.01 (0.07) 0.28]</td>
</tr>
<tr>
<td>Murray-Darling Basin</td>
<td></td>
<td>[-0.01 (0.02) 0.13]</td>
<td>[-0.01 (0.02) 0.12]</td>
<td>[-0.05 (0.00) 0.16]</td>
</tr>
<tr>
<td>Northern Australia</td>
<td></td>
<td>[0.31 (0.49) 0.67]</td>
<td>[0.24 (0.38) 0.51]</td>
<td>[0.09 (0.28) 0.43]</td>
</tr>
<tr>
<td>Southeastern Australia</td>
<td></td>
<td>[0.24 (0.31) 0.49]</td>
<td>[0.00 (0.02) 0.08]</td>
<td>[-0.03 (0.01) 0.16]</td>
</tr>
<tr>
<td>Southern Australia</td>
<td></td>
<td>[0.25 (0.34) 0.53]</td>
<td>[-0.01 (0.02) 0.21]</td>
<td>[-0.07 (-0.03) 0.26]</td>
</tr>
<tr>
<td>Southwestern Australia</td>
<td></td>
<td>[0.33 (0.43) 0.55]</td>
<td>[0.26 (0.34) 0.40]</td>
<td>[-0.06 (-0.04) 0.01]</td>
</tr>
</tbody>
</table>

In bold, the values of $d$ producing the lowest statistics.

Table 4. Confidence intervals for the values of $d$ based on Robinson (1994) in the regionally-averaged rainfall data based on AR(1) disturbances.

<table>
<thead>
<tr>
<th>Region</th>
<th>Regressor</th>
<th>No regressors</th>
<th>With an intercept</th>
<th>With a linear trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Australia</td>
<td></td>
<td>[-0.04 (0.00) 0.07]</td>
<td>[-0.04 (0.00) 0.07]</td>
<td>[-0.09 (-0.03) 0.22]</td>
</tr>
<tr>
<td>Murray-Darling Basin</td>
<td></td>
<td>[-0.02 (0.01) 0.09]</td>
<td>[-0.02 (0.00) 0.10]</td>
<td>[-0.07 (-0.02) 0.20]</td>
</tr>
<tr>
<td>Northern Australia</td>
<td></td>
<td>[0.28 (0.48) 0.71]</td>
<td>[0.23 (0.34) 0.50]</td>
<td>[0.02 (0.15) 0.41]</td>
</tr>
<tr>
<td>Southeastern Australia</td>
<td></td>
<td>[-0.03 (0.01) 0.08]</td>
<td>[-0.03 (0.01) 0.08]</td>
<td>[-0.04 (0.00) 0.23]</td>
</tr>
<tr>
<td>Southern Australia</td>
<td></td>
<td>[-0.03 (0.00) 0.04]</td>
<td>[-0.03 (0.00) 0.04]</td>
<td>[-0.10 (-0.06) 0.01]</td>
</tr>
<tr>
<td>Southwestern Australia</td>
<td></td>
<td>[-0.04 (0.00) 0.05]</td>
<td>[-0.04 (0.01) 0.05]</td>
<td>[-0.05 (-0.01) 0.04]</td>
</tr>
</tbody>
</table>

In bold, the values of $d$ producing the lowest statistics.

Table 5. Confidence intervals for the values of $d$ based on Robinson (1994) in the regionally-averaged rainfall data based on Bloomfield (1) disturbances.

<table>
<thead>
<tr>
<th>Region</th>
<th>Regressor</th>
<th>No regressors</th>
<th>With an intercept</th>
<th>With a linear trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Australia</td>
<td></td>
<td>[-0.04 (0.00) 0.06]</td>
<td>[-0.19 (-0.01) 0.26]</td>
<td>[-0.43 (-0.12) 0.24]</td>
</tr>
<tr>
<td>Murray-Darling Basin</td>
<td></td>
<td>[-0.03 (0.01) 0.10]</td>
<td>[-0.12 (0.05) 0.12]</td>
<td>[-0.42 (-0.11) 0.25]</td>
</tr>
<tr>
<td>Northern Australia</td>
<td></td>
<td>[0.22 (0.34) 0.73]</td>
<td>[-0.12 (0.08) 0.31]</td>
<td>[-0.34 (0.07) 0.37]</td>
</tr>
<tr>
<td>Southeastern Australia</td>
<td></td>
<td>[-0.03 (0.02) 0.13]</td>
<td>[-0.08 (0.10) 0.34]</td>
<td>[-0.24 (0.01) 0.34]</td>
</tr>
<tr>
<td>Southern Australia</td>
<td></td>
<td>[-0.04 (0.01) 0.04]</td>
<td>[-0.17 (-0.03) 0.16]</td>
<td>[-0.07 (-0.19) 0.01]</td>
</tr>
<tr>
<td>Southwestern Australia</td>
<td></td>
<td>[-0.05 (0.01) 0.07]</td>
<td>[-0.01 (0.12) 0.31]</td>
<td>[-0.26 (-0.11) 0.16]</td>
</tr>
</tbody>
</table>

In bold, the values of $d$ producing the lowest statistics.

Table 6. Estimation based on fractional integration with a linear trend and a single break (Australian-averaged annual rainfall data)

<table>
<thead>
<tr>
<th>$u_j$</th>
<th>$T_o$</th>
<th>First subsample</th>
<th></th>
<th>Second subsample</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$d_1$ $\alpha_1$ $\beta_1$ $\rho_1$</td>
<td>$d_2$ $\alpha_2$ $\beta_2$ $\rho_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wh. Noise</td>
<td>1973</td>
<td>0.00</td>
<td>432.64 (0.000) 0.095 (0.826)</td>
<td>0.37</td>
<td>876.90 (0.001)</td>
</tr>
<tr>
<td>AR (1)</td>
<td>1973</td>
<td>0.00</td>
<td>430.00 (0.000) 0.256 (0.511)</td>
<td>-0.016</td>
<td>386.18 (0.039)</td>
</tr>
</tbody>
</table>

$p$-values in parenthesis. In bold, significant coefficients at the 5% level.
Table 7. Estimation based on fractional integration with an intercept and a single break (Australian-averaged annual rainfall data)

<table>
<thead>
<tr>
<th>$u_t$</th>
<th>$T_b$</th>
<th>First subsample</th>
<th>Second subsample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$d_1$</td>
<td>$a_1$</td>
</tr>
<tr>
<td>Wh. Noise</td>
<td>1973</td>
<td>0.00</td>
<td>435.81 (0.000)</td>
</tr>
<tr>
<td>AR(1)</td>
<td>1973</td>
<td>0.00</td>
<td>439.75 (0.000)</td>
</tr>
</tbody>
</table>

$p$-values in parenthesis. In bold, significant coefficients at the 5% level.

Table 8: Estimation based on fractional integration with an intercept and a single break and white noise residuals (Regionally-averaged annual rainfall data)

<table>
<thead>
<tr>
<th>Region</th>
<th>$T_b$</th>
<th>First subsample</th>
<th>Second subsample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$d_1$</td>
<td>$a_1$</td>
</tr>
<tr>
<td>Eastern Australia</td>
<td>1973</td>
<td>0.00</td>
<td>587.32 (0.000)</td>
</tr>
<tr>
<td>Murray-Darling Basin</td>
<td>1973</td>
<td>0.00</td>
<td>464.50 (0.000)</td>
</tr>
<tr>
<td>Northern Australia</td>
<td>1973</td>
<td>0.00</td>
<td>490.35 (0.000)</td>
</tr>
<tr>
<td>Southeastern Australia</td>
<td>1968</td>
<td>0.00</td>
<td>588.58 (0.000)</td>
</tr>
<tr>
<td>Southern Australia</td>
<td>1973</td>
<td>0.00</td>
<td>370.75 (0.000)</td>
</tr>
<tr>
<td>Southwestern Australia</td>
<td>1969</td>
<td>0.00</td>
<td>681.38 (0.000)</td>
</tr>
</tbody>
</table>

$p$-values in parenthesis.

Table 9: Estimation based on fractional integration with an intercept and a single break and AR(1) residuals (Regionally-averaged annual rainfall data)

<table>
<thead>
<tr>
<th>Region</th>
<th>$T_b$</th>
<th>First subsample</th>
<th>Second subsample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$d_1$</td>
<td>$a_1$</td>
</tr>
<tr>
<td>Eastern Australia</td>
<td>1973</td>
<td>0.00</td>
<td>594.19 (0.000)</td>
</tr>
<tr>
<td>Murray-Darling Basin</td>
<td>1973</td>
<td>0.00</td>
<td>468.22 (0.000)</td>
</tr>
<tr>
<td>Northern Australia</td>
<td>1973</td>
<td>0.00</td>
<td>493.85 (0.000)</td>
</tr>
<tr>
<td>Southeastern Australia</td>
<td>1968</td>
<td>0.04</td>
<td>593.31 (0.000)</td>
</tr>
<tr>
<td>Southern Australia</td>
<td>1973</td>
<td>0.00</td>
<td>372.19 (0.000)</td>
</tr>
<tr>
<td>Southwestern Australia</td>
<td>1969</td>
<td>0.00</td>
<td>679.62 (0.000)</td>
</tr>
</tbody>
</table>

$p$-values in parenthesis.
ception being northern Australia, where positive orders of integration are obtained in practically all cases.

The results presented in Tables 3 to 5 indicate substantial differences depending on the inclusion or not of intercept and/or linear trends. Thus, in order to check if the time trends are really required, it may be of interest to consider a joint test of

$$H_0: d = d_0 \quad \text{and} \quad \beta = 0,$$  \hspace{1cm} (11)

in the model given by Eqs 8 and 9. This possibility is not addressed in Robinson (1994), though Gil-Alana and Robinson (1997) derived an LM test of Eqn 11 against the alternatives

$$H_d: d \neq d_0 \quad \text{or} \quad \beta \neq 0,$$  \hspace{1cm} (12)

as follows. We consider the regression model

$$y_t = \beta^t z_t + x_t, \quad t = 1, 2, \ldots$$

with the vector partitions $z_t = \{z_{At}, z_{Bt}\}^T$, $\beta = \{\beta_1, \beta_2\}^T$, and $w_t$ as the white noise disturbances. We want to test $H_d: d = d_0$ and $\beta = \beta_0$. Then, an LM statistic may be shown to be $\hat{F}$ (see Eqn 10) plus

$$\hat{F} = \frac{T}{t} \sum_{t=1}^{T} \sum_{t=1}^{T} \hat{w}_{it}^2 = \frac{T}{t} \sum_{t=1}^{T} \sum_{t=1}^{T} \hat{w}_{it} w_{it} - \frac{T}{t} \sum_{t=1}^{T} \sum_{t=1}^{T} \hat{w}_{it} w_{it} \hat{w}_{it}^T \hat{w}_{it} - \frac{T}{t} \sum_{t=1}^{T} \sum_{t=1}^{T} \hat{w}_{it} w_{it} \hat{w}_{it}^T \hat{w}_{it} \hat{w}_{it},$$  \hspace{1cm} (13)

with $w_t = \{w_{it}, w_{jt}\}^T = w_t = (1 - L)z_t$,

$$\hat{H} = (1 - L)z_t (\hat{\beta}_1, \hat{\beta}_2)^T \hat{w}_t = \frac{T}{t} \sum_{t=1}^{T} \hat{w}_{it} \hat{w}_{it},$$

and $\hat{d}^2 = T^{-1} \sum_{t=1}^{T} \hat{d}_t^2$, and $\hat{F}$ is calculated as above but using the $\hat{H}_t$ just defined. If the dimension of $z_{At}$ is $q_{At}$, then we compare Eqn 13 with the upper tail of the $\chi^2_{q_{At}}$ distribution. In our case, testing Eqn 11 against Eqn 12 in Eqs 8 and 9 with $z_t = (1, t)^T$, we have $q_{At} = 1$, $z_{At} = 1$, $z_{Bt} = t$ for $t \geq 1$. Although we do not report the results in the paper, the time trends were found to be not required in all cases.

Next, we allow for the existence of a changing trend in the regression model Eqn 8 and perform the procedure described in the statistical model section, first including a linear time trend, and then only with an intercept for each subsample.

Starting with the Australian-averaged data, the results with a linear time trend are displayed in Table 6. The break-date is found to be in 1973 for the two cases of white noise and AR(1) disturbances. If $u_t$ is white noise, the orders of integration are zero and 0.37 respectively before and after the break, implying a stronger degree of association between the observations after 1973. The coefficient for the time trend is positive before the break and negative after the break though statistically insignificant in the two cases. If we permit weak autocorrelation in the disturbance term the two orders of integration are equal to zero, and the AR correlation coefficients are respectively $-0.016$ and 0.310. The time trend coefficients are now both positive though once more statistically insignificant.

Given the lack of significance of the time trend coefficients in the results presented in Table 6, for Table 7 we assume that the model is fully described with an intercept and the fractionally integrated processes. Once more the disturbances are described in terms of white noise and AR(1) processes. The estimated dates for the breaks are obtained at exactly the same date as in the previous cases, i.e. 1973. If $u_t$ is white noise, $d_1 = 0$ and $d_2 = 0.41$, however, with autocorrelated disturbances, both orders of integration are equal to zero, with AR coefficients, $\rho_1 = -0.016$ and $\rho_2 = 0.309$. Thus, it is concluded that the level of association between the observations is higher once the break in the early 1970s is taken into account. This level of correlation can be described throughout the two competing models: the fractional differencing and the autoregression. Thus, if we do not permit autoregressions in the disturbance term, the estimated $d$ after the break is 0.41, however if AR is allowed, the long memory property disappears, $d$ becomes exactly zero and all the association between the observations is then described through the AR coefficient. We conducted Likelihood Ratio (LR) tests on both subsamples, and the evidence supports the AR(1) specifications in the two subsamples. In this case the two subsamples are $l(0)$ and we observe an increase in the value of the intercept (representing now the mean of the process) after the break.

We finally employ the procedure for changing intercepts with $ld(l)$ on the regionally-averaged data. We first report the results for the case of white noise disturbances (Table 8). The break-date takes place at 1973 in four regions (Murray-Darling Basin, eastern, northern and southern Australia); it occurs at 1968 for southeastern Australia and at 1969 for southwestern Australia. As with the global data, the orders of integration are exactly zero for the first subsamples, and oscillate widely across regions during the second part of the samples. Thus, it is zero for southwestern Australia; 0.07 for the Murray-Darling Basin; 0.13 for southern Australia; 0.27 for southeastern Australia, 0.37 for northern Australia and 0.45 for eastern Australia. Thus, we observe substantial differences in terms of the degree of persistence across the regions during the second part of the samples.

Allowing for autocorrelated AR(1) disturbances, the results are displayed in Table 9. The first thing we observe is that the break-dates take place at exactly the same dates as in the previous case of white noise $u_t$, and the orders of integration are found to be zero in all except one single case.

\[\text{Including higher AR orders for the error term produced generally the same results}\]
corresponding to southeastern Australia during the first subsample. In general, the magnitudes of the AR coefficients are higher during the second subsamples implying a higher degree of persistence after the break. Also, the intercepts are higher in the second subsamples with the exception of southwestern Australia where the mean value is higher in the first subsample.

The break-date results found in these national and regional data may differ in some cases from those obtained in previous works where the break-date was found in more recent periods (around 1997) (e.g. Chambers 2003; Nicholls 2003). However, since the frequency of the data employed in this work is annual, the inclusion of a break in the late 1990s would imply the use of very few observations in the second subsamples, invalidating the analysis based on fractional (or even non-fractional) integration. It is in fact a standard practice in the time series literature to remove the first and last 10% of observations to detect structural breaks (e.g. Bai and Perron 1998; Banerjee and Urga 2005).

Finally, it should be noted that the methodology described in the statistical model section can be extended to the case of more than a single break. However, for the validity of the type of long-memory (fractional integration) model we use in this application, it is necessary that the data span a sufficiently long period of time to detect the dependence across time of the observations; given the sample size of the Australian rainfall series employed here, the inclusion of two or more breaks would result in relatively short subsamples, thereby invalidating the analysis based on fractional integration.

Concluding comments

In this article we have examined the annual Australian-averaged rainfall data for the time period 1900-2006 using a new statistical approach based on fractional integration with a structural break. We use a procedure developed by Gil-Alana (2006) that permits us to estimate deterministic terms and fractional orders of integration for each subsample, with the time of the break being endogenously determined by the model.

The results indicate that if no break is taken into account the series displays long memory and the order of integration ranges between 0.18 and 0.51 depending on the inclusion or not of deterministic terms and the type of l(0) disturbances employed in the model. If a single break is imposed, it takes place in the early 1970s. The first subsample is found to be l(0) with little or no autocorrelation, while the second one is more persistent (or autocorrelated), which may be modelled either with a fractional process or through a simple AR(1) process. Looking at the regional data we note substantial differences in the degree of persistence across the regions, especially after the breaks.

We can conclude the analysis in this paper by saying that the level of persistence in the annual Australian-averaged rainfall data since 1900 has increased during the last thirty years. The results seem to suggest the existence of two competing models, one based on purely fractional l(d) models, and the simple AR(l) specification. In both models, the degree of dependence is described by a single parameter, d in the fractional case, and ρ in the AR model. For the national data if no autocorrelation is permitted, d is much higher after the break. If AR(l) models are considered, the AR coefficients are also higher during the second subsamples. The same happens with respect to the regional data, and we see that even in the non-fractional case with autocorrelated disturbances the AR coefficients are higher in the second subsamples in all except one case (southeastern Australia).

Other authors have also examined Australian rainfall data from a time series viewpoint. Thus, for example, Whiting et al. (2003) examined Australian rainfall data in four capital cities: Sydney (1859 – 1999); Melbourne (1856 – 1999); Brisbane (1860 – 1996) and Perth (1876 – 1991), and first conducted regressions on time under the assumption that the error term was a pure noise process. The time trend coefficients were found to be statistically insignificant in the four cases. Using simple long range dependence techniques it was found that Sydney rainfall data exhibit long memory behaviour. They also employed a two-state hidden Markov model, assuming that climate characteristics fluctuate between “wet” and “dry” periods. In another paper, Simmons and Hope (1997) examined the degree of persistence in four Australian regions (north-east; southeast; northwest and southwest) by simply performing autocorrelations on the anomalous time series. They found significant memory, especially in the southern regions, and lack of persistence in the northwest. These authors, however, do not present a model to describe such dependence. With respect to the break-date, some authors argue that in some regions it should be earlier than reported here. Thus, for example, Khan (2007) established a break around 1950 for southeastern Australia, though with a possible break in the late 70s (consistent with our results) for western and southern Australia. A final interesting issue is the stability of our results for the time period assessed. For this purpose, we also conducted the break tests in different truncated versions of the series. In particular, we examined the time periods 1905–2006; 1910 – 2006; 1905 – 2000 and 1910 – 2000. For the first two sub samples, the break took place at exactly the same date as the one reported in the paper. However, for the other two sub samples, the break occurred earlier (in the late 1960s and early 1970s), which may be related to the shorter number of observations after the break.
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