The land surface model component of ACCESS: description and impact on the simulated surface climatology
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The land surface component of the Australian Community Climate and Earth System Simulator (ACCESS) is one difference between the two versions of ACCESS used to run simulations for the Coupled Model Intercomparison Project (CMIP5). The Met Office Surface Exchange Scheme (MOSES) and the Community Atmosphere Biosphere Land Exchange (CABLE) model are described and compared. The impact on the simulated present day land surface climatology is assessed, in both atmosphere only and coupled model cases. Analysis is focused on seasonal mean precipitation and screen-level temperature, both globally and for Australia. Many of the biases from observations are common across both ACCESS versions and both atmosphere only and coupled cases. Where the simulations from the two versions differ, the choice of land surface model is often only a small contributor with changes to the cloud simulation also important. Differences that can be traced to the land surface model include warm biases with CABLE due to underestimation of surface albedo, better timing of northern hemisphere snowmelt and smaller seasonal and diurnal temperature ranges with CABLE than MOSES.

Introduction

Land surface models have been developed for numerical weather prediction and climate modelling to provide information on surface exchange processes. They include representations of the turbulent transport of momentum, heat and water between the land surface, canopy and the atmospheric boundary layer, as well as descriptions of thermal and hydrological processes in the soil and snow. Land surface models have evolved over the last decade to improve the representation of canopy processes, especially plant physiology and the uptake of carbon. With the incorporation of biogeochemical components and, often, vegetation dynamics, some land surface models now include a fully interactive terrestrial carbon cycle (Pitman 2003).

Many land surface models also operate as ‘stand-alone’ models, calculating surface fluxes from prescribed meteorological forcing, with applications at single sites as well as over regions or globally. There have been a number of comparisons of land surface models in stand-alone mode (e.g. Abramowitz et al. 2008) and benchmarking systems for land surface models are being developed (Abramowitz 2012, Kumar et al. 2012, Luo et al. 2012). Comparisons of different land surface models within a single atmospheric model are less common, due to the coupling work involved. However this is being addressed by projects such as the Land Information System (LIS), which provides a software framework for land surface modelling and data assimilation (http://lis.gsfc.nasa.gov/).

This paper describes the land surface components of ACCESS contributions to CMIP5. Two different land surface models are used. We highlight the main differences between the models and discuss how the land surface influences the simulated present day model climatology. We consider both atmosphere only and coupled model simulations.
The ACCESS model

Two versions of ACCESS have been used to contribute simulations to CMIP5 (Bi et al. 2013). In both cases the atmospheric component of ACCESS is the UK Met Office Unified Model (UM). For ACCESS1.0 the model configuration uses HadGEM2r1.1 atmospheric physics (Davies et al. 2005, Martin et al. 2011) and the Met Office Surface Exchange Scheme (MOSES). ACCESS1.3 uses new atmospheric physics similar to that described in Hewitt et al. (2011) and the MOSES land surface scheme is replaced by the Community Atmosphere Biosphere Land Exchange (CABLE) model. One significant difference in the atmospheric physics configurations is the choice of the PC2 cloud scheme (Wilson et al. 2008).

Both ACCESS versions include the river routing model TRIP (Total Runoff Integrating Pathways; Oki 1997) as implemented in the UM. TRIP transports runoff from land grids to the ocean or inland basins along prescribed river paths. This fresh water flux is required for the calculation of salinity and of the thermohaline circulation.

Both ACCESS versions use the GFDL¹ Modular Ocean Model (Griffies et al. 2007) configured for ACCESS (Marsland et al. 2013), the LANL² sea-ice model, CICE (Hunke and Lipscomb 2010) and the CERFACS³ OASIS coupler (Valcke 2006).

Land surface model descriptions

Both land surface models used in ACCESS CMIP5 simulations include formulations of the physical and biophysical processes that control the exchange of momentum, radiation, heat, and water fluxes between the land surface and the surface atmosphere. However the treatment of some aspects of the exchange, especially with regard to the representation of vegetation processes, is different in each model. Both models represent surface heterogeneity using tiles to represent multiple surface types in each grid-cell. A separate energy balance is calculated for each tile to provide area-weighted grid mean fluxes and temperatures. Carbon fluxes have not been included in the ACCESS CMIP5 submissions and are not discussed here.

MOSES

A basic configuration of version 2.2 of MOSES was used in the ACCESS1.0 simulation (Cox et al. 1999, Essery et al. 2001) and is also used for ACCESS numerical weather prediction (Puri et al. 2012). The MOSES code formed the scientific core of the Joint UK Land Environment Simulator (JULES) (Best et al. 2011) which has both stand-alone and Unified Model implementations. JULES will continue to be developed while MOSES will not. MOSES includes mechanistic formulations of the physical, biophysical and biogeochemical processes that control the exchange of momentum, radiation, heat, water and carbon fluxes between the land surface and the atmosphere. The canopy is represented in the surface energy balance equation through the coupling to the soil underneath. Tiled surface temperature for both non-vegetated and vegetated tiles is viewed in MOSES as a skin temperature and is calculated from the standard surface energy balance equation. The soil underneath is not tiled and hence a homogenous soil moisture and temperature is common to all tiles within a grid cell.

CABLE

The CABLE model has been coupled to the Met Office Unified Model and is used in ACCESS1.3 simulations. CABLE is a one layer two-leaf canopy model, as described in Wang and Leung (1998), and was formulated on the basis of the multi-layer model of Leung et al. (1995). It accounts for turbulent exchange within the canopy (Raupach et al. 1997) and has been previously coupled to the CSIRO Conformal-cubic Atmospheric Model (CCAM) (Law et al. 2006).

The version of CABLE used in ACCESS1.3 is derived from CABLEv1.4b, originally released in 2006 and documented by Kowalczyk et al. (2006) and Wang et al. (2011). To meet the needs of ACCESS, a number of modifications have been made to CABLE v1.4b. These include (a) tiling of surface types and soil layers, (b) a revised set of vegetation types (see description below), (c) a new soil dataset based on IGBP replaced Zobler derived data set (see description below), (d) code revisions for the calculation of canopy temperature, (e) a new method for calculating screening-level variables, (f) a new partitioning of runoff, (g) conversion of excess snow on ice sheets to runoff, (h) a simplified snow albedo calculation to suit the three-hourly radiation timestep in ACCESS, (i) more consistent formulations of heat and water fluxes to ensure an acceptable surface energy and water balance in long climate simulations. We designate this version as CABLE v1.8. These modifications are also included in CABLE v2.0, which was released in late 2012.

Similarities and differences between CABLE and MOSES

The main difference between the physics of CABLE and MOSES is the representation of the canopy. In MOSES a ‘horizontally tiled’ approach is used in which the canopy is modelled by conceptually placing it beside bare ground. By contrast, in CABLE the canopy is conceptually above the ground allowing for the aerodynamic and radiative interaction between the canopy and the ground. The novel features in the canopy representation in CABLE which are not present in MOSES are:

- The model differentiates between sunlit and shaded leaves for the calculation of photosynthesis, stomatal conductance and leaf temperature (Wang and Leung 1998).
- The plant turbulence model is used to calculate the air temperature and humidity within the canopy.
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The canopy albedo is resolved diurnally as a function of beam fraction, the sun angle, canopy leaf area index, leaf angle distribution and the transmittance and reflectance of the leaves.

Both models use multiple surface types in each grid-cell (surface tiling), but with different numbers of vegetated and non-vegetated types (Table 1). Soil tiling is used in CABLE but not in MOSES. Soil processes are modelled similarly in both models but with different vertical resolution. Soil temperature and moisture are calculated for four soil layers of depths 0.1, 0.25, 0.65 and 2.0 m in MOSES and six layers of depths 0.022, 0.058, 0.154, 0.409, 1.085 and 2.872 m in CABLE. In both models soil moisture is calculated using Richards’ equation with the hydraulic relationship taken from Clapp-Hornberger (1978). The evolution of soil moisture depends on the rates of infiltration, plant transpiration, soil evaporation and deep drainage. The heat diffusion equation, including an explicit freeze–thaw scheme, is solved to calculate the soil temperature profile. In CABLE soil water is assumed to be at the ground temperature so there is no heat exchange between the soil moisture and the soil due to vertical movement of water. MOSES does account for this heat exchange.

In both models snow evolution is based on the mass budget between the snowfall, sublimation and the snowmelt. Calculation of physically based snow albedo is also included. CABLE accounts for snow metamorphism through changes in snow density and explicit calculations of snow temperature and density for each of the three snow layers. The snow excess over the ice sheets was converted into runoff to prevent unrealistic snow accumulation and to approximate water discharge to the ocean from iceberg melting.

The main differences between MOSES and CABLE are summarised in Table 1.
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### Table 1. The list of structural differences in representation of canopy and soil/snow in MOSES in ACCESS1.0 and CABLE in ACCESS1.3.

<table>
<thead>
<tr>
<th>MOSES in ACCESS1.0</th>
<th>CABLE in ACCESS1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canopy formulation</td>
<td>• Two leaf model (sunlit and shaded leaves)</td>
</tr>
<tr>
<td>• One big leaf model</td>
<td>• Canopy placed above the ground</td>
</tr>
<tr>
<td>• Canopy placed beside bare ground</td>
<td></td>
</tr>
<tr>
<td>Grid Tiles</td>
<td>13 surface types (10 vegetated) with up to 5 tiles used in each grid-cell</td>
</tr>
<tr>
<td>9 surface types (5 vegetated) with 9 tiles used in each grid cell</td>
<td></td>
</tr>
<tr>
<td>Soil</td>
<td>6 layers, subsurface tiling</td>
</tr>
<tr>
<td>4 layers, no subsurface tiling</td>
<td>3 layers</td>
</tr>
<tr>
<td>Snow</td>
<td></td>
</tr>
<tr>
<td>1 layer</td>
<td></td>
</tr>
</tbody>
</table>

The main differences between MOSES and CABLE are summarised in Table 1.

### Land surface model parameters and surface datasets

The performance of MOSES and CABLE also depends on the values of their respective parameters, many of which vary by vegetation and soil type. Both models use a number of surface datasets to derive the distributions of vegetation and soil types as well as some of the characteristics of the vegetation and soil.

### Soil datasets

Both ACCESS1.0 (MOSES) and 1.3 (CABLE) use the IGBP (Global Soil Data Task Group 2000) soil data. The hydraulic properties are determined from information on soil texture based on the empirical relationships suggested by Cosby et al. (1984), as described in Jones (2008). Each soil type is described by the following hydraulic characteristics: saturation content, wilting content, field capacity, hydraulic conductivity and matrix potential. These properties define soil water holding capacity and control the rate of water infiltration through the soil. Assumed forms of the relationship between the hydraulic properties and soil moisture content is taken from Clapp and Hornberger (1978). Soil thermal conductivity and heat capacity depend on soil moisture and ice content and affect the heat diffusion in the soil. In CABLE soil moisture is assumed to be at the ground temperature so there is no heat exchange between the soil moisture and the soil due to vertical movement of water, while in MOSES this process is represented. At the beginning of the simulation soil moisture and temperature of the tiles within a grid box are initialised to the grid values.

Both CABLE and MOSES use the same spatially varying soil albedo as shown in Fig. 1. This data set was derived by blending soil albedo from Wilson and Henderson-Sellers (1985) with MODIS derived albedo as described in Houldcroft et al. (2000); for details see Jones (2006).

Comparison of this data set with MODIS satellite measurements (Moody et al. 2005) shows that areas of the northern hemisphere high latitudes and China have snow free ground albedo of 0.04–0.08 when observed values are at least 0.1.
Table 2. Surface types used in CABLE, and key parameter values. The unit is m for canopy height and leaf length, mol m$^{-2}$ s$^{-1}$ for the maximal carboxylation rate of the leaf (Vcmax), and dimensionless for leaf angle parameter ($\chi$) (Wang et al. 2011).

<table>
<thead>
<tr>
<th>Type</th>
<th>Height</th>
<th>$\chi$</th>
<th>Length</th>
<th>Vcmax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evergreen needleleaf</td>
<td>17.0</td>
<td>0.01</td>
<td>0.055</td>
<td>4.0e-5</td>
</tr>
<tr>
<td>Evergreen broadleaf</td>
<td>35.0</td>
<td>0.10</td>
<td>0.10</td>
<td>5.5e-5</td>
</tr>
<tr>
<td>Deciduous needleleaf</td>
<td>15.5</td>
<td>0.01</td>
<td>0.04</td>
<td>4.0e-5</td>
</tr>
<tr>
<td>Deciduous broadleaf</td>
<td>20.0</td>
<td>0.25</td>
<td>0.15</td>
<td>6.0e-5</td>
</tr>
<tr>
<td>Shrub</td>
<td>0.60</td>
<td>0.01</td>
<td>0.10</td>
<td>4.0e-5</td>
</tr>
<tr>
<td>C3 grass</td>
<td>0.567</td>
<td>-0.30</td>
<td>0.30</td>
<td>6.0e-5</td>
</tr>
<tr>
<td>C4 grass</td>
<td>0.567</td>
<td>-0.30</td>
<td>0.30</td>
<td>1.0e-5</td>
</tr>
<tr>
<td>Tundra</td>
<td>0.567</td>
<td>-0.30</td>
<td>0.30</td>
<td>4.0e-5</td>
</tr>
<tr>
<td>Crop</td>
<td>0.55</td>
<td>-0.30</td>
<td>0.30</td>
<td>8.0e-5</td>
</tr>
<tr>
<td>Wetland</td>
<td>0.55</td>
<td>0.0</td>
<td>0.30</td>
<td>5.0e-5</td>
</tr>
<tr>
<td>Bare ground</td>
<td>0.0</td>
<td>0.0</td>
<td>0.03</td>
<td>1.7e-5</td>
</tr>
<tr>
<td>Lakes</td>
<td>0.0</td>
<td>0.0</td>
<td>0.03</td>
<td>1.7e-5</td>
</tr>
<tr>
<td>Ice</td>
<td>0.0</td>
<td>0.0</td>
<td>0.03</td>
<td>1.7e-5</td>
</tr>
</tbody>
</table>
Vegetation parameters

The key parameters for each CABLE surface type used in the ACCESS1.3 simulations are given in Table 2. Canopy height is used for roughness length calculations while leaf angle and length are used for calculating radiation absorption and leaf boundary conductance, respectively. $V_{cmax}$ controls the maximal carbon assimilation and stomatal conductance (see Wang et al. 2011). Wetlands and lakes are modelled very simply in this version of CABLE; both are treated as permanently saturated land surfaces with wetlands using grass-like parameters while lakes use bare-ground parameters. This additional water is not balanced locally.
but a global adjustment is made to runoff. Parameters for the reflectance and transmittance of leaves also vary with different vegetation types. These and soil albedos were calibrated using the estimates of snow-free surface albedo from a MODIS product (Moody et al. 2005). The estimated soil albedos were subsequently found to be incompatible with the soil albedo field used in ACCESS1.3 (see Fig. 1) which has resulted in underestimated total albedo from CABLE in some regions. Another factor contributing to CABLE’s low surface albedo is too low a value of reflectance coefficient for the diffuse infrared radiation. The calculated surface albedo field will be shown in the AMIP results section.

Description of vegetation parameters used by MOSES can be found in Cox et al. (1999), Cox (2001) and Jones (2008).

Leaf area index and canopy height

Both MOSES and CABLE are able to calculate canopy leaf area index (LAI) when coupled to appropriate sub-models that simulate plant growth—TRIFFID (Cox 2001) for MOSES, CASA-CNP (Wang et al. 2010) for CABLE. However these sub-models are not used in the ACCESS simulations described here and LAI and vegetation height are prescribed. MOSES uses monthly varying LAI which varies with vegetation type and canopy height which varies spatially but not in time.

CABLE used monthly varying leaf area index (LAI) taken from MODIS satellite estimates (Yang et al. 2006). However, unlike MOSES, a constant value is used across all tiles within a grid-cell. This consequently limits the differentiation of vegetated surfaces within a grid-cell, a limitation that needs to be addressed in future implementations of CABLE in ACCESS. The prescribed LAI will also act to minimise differences due to the two different vegetation distributions used in ACCESS1.3 (pre-industrial or present day). Minimum LAI values were also specified for each vegetation type.

The ACCESS1.3 implementation of CABLE reads spatially explicit canopy heights from an input file but this was set as constant for each vegetation type by using an input file with no spatial or temporal variation of canopy heights within each vegetation type. For non-vegetated surfaces the canopy height is set to zero in CABLE.

Model simulations

The set of simulations performed with ACCESS1.0 and ACCESS1.3 is described in Dix et al. (2013). Here we focus on results from two experiments with each version of ACCESS; the atmosphere only ‘AMIP’ simulations which we denote 1.0A and 1.3A, and the coupled ‘historical’ simulations which we denote 1.0C and 1.3C. Our analysis considers only the 1979–2005 period. In both cases, global atmospheric CO₂ is prescribed, increasing from 337 ppm in 1979 to 379 ppm in 2005. In the AMIP run, sea surface temperature and sea-ice is also prescribed.

Land surface climatology

Land surface models calculate surface fluxes of radiation, heat and moisture. However, these fields have not been routinely observed at global and decadal scales. Hence, we choose to focus our assessment of the land surface climatology on the seasonal means of screen-level temperature and precipitation for present day conditions. Annual means for present day conditions are presented in Bi et al. (2013) and Rashid et al. (2013).

We calculate means for December–February and June–August for 1979–2005 from the atmosphere only (AMIP) simulation and the historical coupled simulation. In general, we compare modelled fields with the ERA-Interim reanalysis product (Dee et al. 2011) and plot the bias between modelled and reanalysis fields. Taking ERA-Interim to represent observations introduces some uncertainty into the comparison, as would any other product used to represent the observations. However it is unlikely that the large-scale differences shown here would be substantially altered by using a different product. For Australia we also use quality controlled Bureau of Meteorology data sets of precipitation, minimum and maximum temperatures. We examine the biases globally, and focused on Australia.

In comparing ACCESS1.0 and ACCESS1.3 simulations, it is important to note that the choice of land surface model is only one of the differences between the simulations. In particular, ACCESS1.3 uses the PC2 cloud scheme (Wilson et al. 2008) with modifications by Franklin et al. (2012) and ACCESS1.0 uses a scheme as described in Smith (1990). Clouds play an important role in the earth’s hydrological and energy cycles.
They are a precursor for the generation of precipitation which replenishes the soil moisture and so influences evaporation. Clouds reflect the incident solar radiation and absorb outgoing long-wave radiation, strongly affecting the surface energy budget and so influencing evaporation, which in turn influences cloud formation (Bierkens et al. 2008). The net effect of these complicated interactions between clouds and the earth’s surface in ACCESS1.0 and 1.3 will need to be assessed in a separate study using a different experimental design. Overall, the PC2 scheme produces slightly more clouds than does the Smith (1990) scheme. Franklin et al. (2013) compared ACCESS1.3 AMIP modelled cloud properties with the CALIPSO observations concluding that the globally averaged cloud cover in the model is close to the observed. However there are important differences in the cloud distribution and mid level clouds are significantly underestimated across the tropics.

**AMIP simulation**

We first consider the atmosphere only simulations. Using prescribed sea surface temperature and sea-ice should constrain the climatology and aid in interpreting the differences between ACCESS1.0 and ACCESS1.3 simulations. We will also examine common biases in the simulations, which are due to similarities in the land surface
Evapotranspiration requires energy and has a strong cooling effect; it has been estimated by Shukla and Mintz (1982) that the northern hemisphere temperature would be 15–25 °C warmer under conditions of zero terrestrial evapotranspiration. Evapotranspiration from the land surface also depends on the land surface characteristics and their representation in the model as these modify the return of moisture to the atmosphere. However, the main driver of evapotranspiration is precipitation. Comparison of the seasonal precipitation biases in the AMIP simulations, ACCESS1.0 and 1.3A (Fig. 4), shows similar patterns and sign of the biases over most of the land areas. Common dry biases occur in the Amazon, equatorial Africa in DJF, an area of north Argentina in DJF and central Europe in JJA. In both simulations the Indian monsoon is severely under-predicted resulting in negative precipitation biases in JJA and an insufficient evapotranspiration. There are also common strong wet biases mainly in DJF in the southeastern part of Africa and the central part of South America, these biases are stronger in 1.3A (Fig. 4(e)). Wet biases occur in 1.3A but not 1.0A for eastern Australia in DJF (discussed further below) and for equatorial Africa in JJA.
Figure 5 shows the mean screen-level temperature biases for winter and summer while biases over land area are quantified for different latitude bands in Fig. 6. As for precipitation, the pattern and sign of the bias is similar across simulations for most land areas with a few exceptions including Antarctica, northeast Asia and the Himalayas. In JJA there are common warm biases across central Eurasia, North America and the Indian peninsula, related to the underestimation of precipitation in these regions. Likewise, the underestimation in rainfall seen in both simulations in equatorial Africa in DJF induces the warm temperature biases in this region. This is enhanced further by a positive feedback between the decrease in evapotranspiration and increased solar radiation due to a deficit in cloud cover. For example the warm bias in central North America in 1.3A coincides with 30 per cent underestimation of cloud cover in the area (Franklin et al. 2013).

Over a large part of the northern hemisphere in DJF, screen-level temperature simulated in 1.0A is lower than in 1.3A by up to several degrees (Fig. 6(a)). One of the contributing factors is the calculation of albedo by CABLE; for vegetated surfaces, including canopy protruding through snow, the canopy albedo acts to decrease the underlying albedo from the soil/snow, resulting in areas with vegetation cover having lower surface albedo in CABLE than MOSES (Fig. 7). More radiation is consequently absorbed so that CABLE is warmer than MOSES. The impact of the different albedo can also be seen in DJF in the southern hemisphere where 1.3A is slightly warmer in the Amazon basin, due to a significantly lower albedo (0.06 to 0.1) compared to 1.0A (0.14 to 0.18).

However differences in surface albedo cannot explain all the temperature differences since 1.0A is generally warmer in JJA over high latitude northern land (Fig. 6(c)); even though it has higher albedo than 1.3A i.e. albedo used in MOSES is in the range 0.08 to 0.16 versus 0.05 to 0.1 in CABLE (Fig. 7). It is likely that differences in the atmospheric physics settings are contributing to the warmer bias in 1.0A compared to 1.3A in JJA. It is worth noting that in 1.0A the cold bias over northern land in winter and the warm bias in summer means that the seasonality of screen-level temperature is overestimated.

The 1.3A simulation tends to have a warm bias especially in mountainous snow covered regions. For example, in east Siberia where the mean DJF temperature drops to below –20 °C, 1.3A overestimates the minimum daily temperature. 1.3A gives a similar bias in JJA over Antarctica, where the minimum temperature is overestimated over high topography. Unexpectedly, 1.0A shows a strong positive temperature bias over Antarctica in DJF (Fig. 6(a)). This appears to be due to MOSES rather than to differences in the atmosphere settings between ACCESS1.0 and ACCESS1.3 since a short (five year) AMIP simulation with ACCESS1.0 atmosphere settings and CABLE (1.1A) did not show any warming in the Antarctic in DJF.

One of the consequences of the temperature difference between 1.0A and 1.3A in boreal winter and spring in the northern hemisphere high latitudes (Fig. 6 (a), (b)) is the timing of the calculated snowmelt and runoff. Spring snowmelt is an important source of water to replenish soil water reservoirs, with an excess of water diverted to runoff. Modeled spring and summer runoff is shown in Fig. 8. In 1.3A generation of runoff from snowmelt begins in March, increasing rapidly in April, and reaches a maximum in May when the snow is melting at the fastest rate. This timing of snowmelt agrees with observations presented in Tan et al. (2011) showing that the snowmelt season starts in the southern part of the Eurasian Arctic around mid March and by mid May snow is melted. In 1.3A the snowmelt cannot penetrate frozen soil and thus flows on the surface along topography as surface runoff (Fig. 8(c)). The runoff slowly declines in the following months being sustained only by summer precipitation (Fig. 8(d)). In 1.0A in the high latitudes significant snow melting begins in April and continues through May; however a substantial amount of runoff is not generated until late May, reaching a maximum in June (Fig. 8(b)). This is because in 1.0A snowmelt water enters partially unfrozen soil and drains slowly through the soil column before emerging as runoff from the lower part of the soil column.
Tan et al. (2011) depicted the seasonality of the observed stream flow from the Lena, Yenisei and Ob rivers which contribute about half of the total fresh water flux to the Arctic sea. In four out of five presented hydrographs the stream flows increased rapidly in April reaching a maximum in late April or May before a decline. This suggests that the 1.3A runoff timing may be more consistent with the observations than 1.0A.

Table 3 summarises 1.0A and 1.3A annual mean temperature, precipitation, water and energy budget components with estimates from Baumgartner and Reicher (1975), Henning (1989), Legates and Wilmott (1990) and Smith et al. (2008) for land surface only. Overall 1.3A simulation produced a slightly warmer and wetter climate. Net radiation over the land is lower by 2.9 W m\(^{-2}\) in 1.3A than in 1.0A in spite of lower values of land surface albedo (Fig. 7). This is indicative of higher cloud cover over the land in 1.3A and is consistent with higher precipitation in 1.3A. Along with the slightly warmer surface temperatures in 1.3A, this leads to increased evaporation and runoff. The lower net radiation flux and higher evapotranspiration results in a lower value of the sensible heat flux over the land and larger latent heat flux.

Table 3. Water and energy budget components, averaged over all land surfaces for 1.0A and 1.3A compared to estimates from other sources.

<table>
<thead>
<tr>
<th>Component</th>
<th>1.0A</th>
<th>1.3A</th>
<th>Other estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation (mm/day)</td>
<td>2.13</td>
<td>2.57</td>
<td>2.03(^{a}), 2.05(^{b})</td>
</tr>
<tr>
<td>Evaporation (mm/day)</td>
<td>1.49</td>
<td>1.68</td>
<td>1.31(^{c})</td>
</tr>
<tr>
<td>Surface runoff (mm/day)</td>
<td>0.23</td>
<td>0.18</td>
<td>0.73(^{d})</td>
</tr>
<tr>
<td>Drainage (mm/day)</td>
<td>0.51</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>Screen temperature (°C)</td>
<td>8.75</td>
<td>9.15</td>
<td>8.5(^{e})</td>
</tr>
<tr>
<td>Sensible heat (W m(^{-2}))</td>
<td>31.41</td>
<td>23.96</td>
<td>30.53(^{f}), 37.31(^{g})</td>
</tr>
<tr>
<td>Latent heat (W m(^{-2}))</td>
<td>43.37</td>
<td>48.81</td>
<td>35.86(^{h}), 34.41(^{i})</td>
</tr>
<tr>
<td>Net radiation (W m(^{-2}))</td>
<td>77.68</td>
<td>74.79</td>
<td>66.39(^{j}), 72.20(^{k})</td>
</tr>
</tbody>
</table>

\(^{a}\)Baumgartner and Reichel (1975); \(^{b}\)Legates and Wilmott (1990); \(^{c}\)Smith et al. (2008); \(^{d}\)Henning (1989); \(^{e}\)Budyko (1978)

Fig. 7. Seasonal mean surface albedo for ACCESS1.0 (a, b) and ACCESS1.3 (c, d) AMIP simulations for December/January/February (left column) and June/July/August (right column).
On the other hand net radiation over the ocean is higher by about 3.2 W m\(^{-2}\) in 1.3A than 1.0A indicating lower cloud cover. The differences in the cloud amount and distribution between 1.0A and 1.3A, due to the different cloud parameterisation schemes used here, warrants further investigation in simulations run with the same atmospheric settings.

**Coupled model: historical simulation**

The coupled model simulations of the historical period are analysed in the same manner as the AMIP simulations, focusing on the biases in precipitation and screen-level temperature for the winter and summer seasons averaged over 1979–2005. We consider how the ocean model simulation of sea surface temperature impacts on the land surface climatology by comparing the AMIP and coupled model cases.

Precipitation biases for the 1.0C and 1.3C simulations are shown in Fig. 9. Comparison with the corresponding AMIP precipitation biases (Fig. 4) shows that the pattern and sign of the biases over the land areas are mostly similar while there are significant differences in precipitation patterns and intensity over the oceans. Focusing on the land regions, the Indian monsoon is under-predicted in the coupled runs as for the AMIP cases, with negative precipitation biases over India in JJA. The bias appears to be less severe for 1.0C compared to 1.0A while there is little change between 1.3C and 1.3A. In JJA the dry bias in the central-eastern part of North America is reduced in the coupled runs compared to the AMIP simulations. There is some tendency to drier conditions in the Amazon in DJF in the coupled model case, more noticeably in 1.3C than in 1.0C. 1.3C also shows an increased dry bias north of the equator in Africa, but a reduced dry bias south of the equator relative to 1.3A. The dry bias stretching from north Australia across the maritime continent to South East Asia in the AMIP run (Fig. 4) has been partially replaced by a strong wet bias in both coupled model cases.

The screen-level temperature biases for 1.0C and 1.3C (Fig. 10) are very similar to those from the AMIP simulations over land. Notable differences include (a) an increased warm bias in DJF over Antarctica in 1.0C associated with a positive bias in simulated SST around this continent, (b) a warm bias in central North America in DJF in 1.3C associated with a positive SST bias off the east coast of North America, (c) an increased warm bias in the Amazon in DJF, more obvious in 1.3C than 1.0C, associated with decreased rainfall, (d) a reduction in the warm bias in India in JJA in 1.0C associated
with a small improvement in rainfall there and (e) a general reduction in the warm biases in JJA over the northern hemisphere in conjunction with cooler SST temperatures in the low latitudes of the Pacific and Atlantic oceans, and increased rainfall in e.g. North America. Common warm biases remain in both 1.0C and 1.3C simulations in Eastern Europe (in JJA) and equatorial Africa, the last one a bit stronger in 1.3C than 1.0C due to lower CABLE surface albedo (0.08 to 0.12) compared to MOSES (0.12 to 0.16). As in the AMIP simulations the timing of the calculated snowmelt and runoff in 1.3C run occurs about a month earlier than in 1.0C.

Precipitation and screen temperature biases over Australia
Rainfall over Australia is strongly affected by sea surface temperature as well as other climatic and weather drivers (Risbey et al. 2011). Hence, we first compare the AMIP style simulations, 1.0A and 1.3A, to observations, thus excluding any effects of the coupled model calculated SST anomalies and associated feedbacks between the ocean and the atmosphere. In this analysis we use precipitation observations from the Australian Bureau of Meteorology (2000).

The mean modelled and observed seasonal rainfall for austral summer and winter is presented in Fig 11. Overall, the model is capturing well the seasonal patterns of rainfall.
However there are some noticeable differences. In 1.0A in DJF monsoonal precipitation is less intense than observed and the rainfall along the east coast is also underestimated. Summer precipitation in the 1.3A simulation is more intense than in 1.0A and slightly larger than observed in the centre of the continent but in both simulations the extent of penetration of the monsoonal rainfall over the Great Sandy Desert in the northwest part of the continent is limited.

In winter, in both models, precipitation patterns are similar to observations but precipitation over southwestern Australia is too low and the rainfall associated with flow over topography is absent in southeastern Australia and Tasmania. The rainfall gradient across Tasmania is also largely absent in DJF, again due to the inadequate representation of topography. This problem is also seen in the simulated climate by most other climate models at this relatively coarse spatial resolution; maximum elevation in SE Australia in these ACCESS versions is only 500–600 m while in reality the Great Dividing Range has peaks over 2000 m.

Australian precipitation from the coupled model simulations is shown in Fig. 12. The patterns of precipitation are very similar to the AMIP runs but overall there is more precipitation in both 1.0C and 1.3C in both seasons in the centre of the continent but not in the coastal areas and Cape York Peninsula. In 1.3C the more intense summer rainfall along the east coast has retreated showing that the more
Fig. 11. Australian mean seasonal precipitation (mm/day) for ACCESS1.0 (left column), ACCESS1.3 (middle column) AMIP simulations and Bureau of Meteorology observations (right column) for December/January/February (a, b, c) and June/July/August (d, e, f).

Fig. 12. Australian mean seasonal precipitation (mm/day) for ACCESS1.0 (left column), ACCESS1.3 (middle column) historical simulations and Bureau of Meteorology observations (right column) for December/January/February (a, b, c) and June/July/August (d, e, f).
intense easterly flow events generating the rainfall (Risbey et al. 2011) are not captured by the coupled model.

Figure 13 compares the simulated mean screen-level temperature from the AMIP simulation with ERA-interim reanalysis. Overall there is a good agreement with observed temperature patterns in both seasons although both simulations are slightly too warm in the summer months. In 1.3A the simulated cloud cover over most of the continent in summer is underestimated by up to 40 per cent as compared with the CALIPSO observations (Franklin et al. 2013). The cloud underestimation by 1.3A in the north of the continent and along the east coast is consistent with the warm temperature biases in those regions and is due to not enough high and mid-level cloud, which suggests that there is not enough convection in the model in summer in these regions. In winter the clouds in 1.3A are overestimated in the centre of the continent and underestimated along the north and east coast, which is consistent with a cold temperature bias in the centre and slight warm bias along the east coast. The overestimate of cloud cover in the central region is due to too much low cloud in the model.

Figure 14 shows that the diurnal amplitude range is larger for 1.0A than 1.3A. The 1.3A results are more consistent with the diurnal amplitude from ERA-Interim while the 1.0A results are more consistent with the Bureau of Meteorology temperature dataset. It is possible that part of this difference is due to how each model derives screen-level temperature. The large differences in diurnal amplitude between 1.0A and 1.3A warrant further investigation.

For screen-level temperature, the coupled model simulations 1.0C and 1.3C are very similar to the AMIP simulations and hence are not shown.

**Conclusion**

This study has compared the simulated precipitation and screen-level air temperature by ACCESS1.0 and ACCESS1.3 for present day conditions in both atmosphere only and coupled model configurations. For land regions globally, the four simulations show similar biases in both magnitudes and locations as compared to the ERA-Interim reanalysis product. For example, the screen-level air temperature is overestimated in summer over most land regions, and underestimated in both winter and summer in the Sahara and Arabian Peninsula. Monsoon rainfall is underestimated particularly in India, but also in northern Australia, which may cause warm biases in these regions. Rainfall is also underestimated and screen-level air temperature is overestimated in equatorial Africa.

There are also differences among the four simulations. Some of these are consistent with differences between the two land surface components of the two ACCESS versions; others are more likely driven by other differences in the atmospheric settings, in particular the choice of cloud scheme. ACCESS1.3 is generally warmer in Eurasia in winter than ACCESS1.0, in some places changing the sign of the bias from the ERA-Interim reanalyses. This leads to earlier snowmelt, manifest as runoff, in Siberia in ACCESS1.3 than
ACCESS1.0. One contributor to this difference may be lower simulated surface albedo in ACCESS1.3 than in ACCESS1.0. These lower albedos are due to an inconsistency between the prescribed soil albedo field and the radiation reflectance and transmission parameters in CABLE. However it appears that the albedo differences only play a secondary role; in summer ACCESS1.3 is cooler than ACCESS1.0 in east Siberia contrary to the lower albedos of ACCESS1.3.

The coupled model simulations moderate or amplify the biases seen in the atmosphere only cases, depending on nearby sea surface temperature biases. For example warm sea surface temperature biases in the southern ocean in the coupled model amplify the warm bias over Antarctica in DJF using ACCESS1.0. By contrast warm biases over northern land in summer are moderated by negative sea surface temperature biases in the northern mid-latitudes of...
the Pacific and Atlantic. Australian precipitation patterns are reproduced by both simulations but the precipitation over southwestern Australia is too low and in southeastern Australia the rainfall associated with flow over topography is absent. The 1.3A results for the diurnal amplitude range are more consistent with the diurnal amplitude from ERA-Interim while the 1.0A results are more consistent with the Bureau of Meteorology temperature dataset.

The number of differences between the atmospheric settings of ACCESS1.0 and ACCESS1.3 has made it difficult to attribute differences in the simulated climatology to the land surface scheme. Future work will document a series of test simulations in which CABLE and MOSES have been run with the same atmospheric settings and using the same land surface configuration (vegetation types and soil discretisation) as MOSES so that land surface processes can be compared cleanly. Further CMIP5 simulations will also be undertaken with the aim of upgrading CABLE to v2.0, improving the albedo simulation and testing the impact of changing the vegetation distribution in time. The biogeochemical submodel (CASA-CNPs) will also be included allowing the land carbon cycle to be simulated.
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