Vacillation cycles in WRF Simulations of hurricane Katrina
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The intensification of hurricane Katrina (2005) in non-hydrostatic simulations with the WRF model is compared to a hydrostatic simulation conducted in a previous study with the Australian Bureau of Meteorology’s Tropical Cyclone Limited Area Prediction System (TCLAPS). During the intensification both simulations exhibit inner-core vacillation cycles between highly asymmetric and more symmetric phases in the low-level potential vorticity (PV) and vertical velocity, although their evolution and structure are more complex in WRF. Although in WRF the low-level PV vacillates between symmetric and more asymmetric stages, similar to the hydrostatic TCLAPS simulation, no fully monopolar structure develops in asymmetric phases; the PV maintains its ring-like structure during the intensification. The asymmetric phases in WRF are characterised by isolated PV anomalies breaking from the eyewall and propagating towards the centre. While stirring high PV into the centre episodically, these isolated PV anomalies cause a stepwise drop in central pressure.

Introduction

Over the past two decades the forecasting of tropical cyclone tracks has improved through continued research and ever-increasing computing power. In contrast, there has been little improvement in forecasting the intensity of tropical cyclones (Rogers et al. 2013, Cangialosi and Franklin 2012, DeMaria and Gross 2003).

Recently Montgomery and Smith (2014) reviewed the different theories for tropical cyclone intensification. Although early theories were based on axisymmetric ideas, the recent literature recognises the importance of asymmetric mechanisms in the intensification of tropical cyclones. These mechanisms include vortex Rossby waves (VRW, Montgomery and Kallenbach 1997, Möller and Montgomery 1999, Chen et al. 2003), barotropic instability (Schubert et al. 1999, Kossin and Schubert 2001, Kossin and Eastin 2001) and vortical hot towers (VHT, Hendricks et al. 2004, Montgomery et al. 2006). Nguyen et al. (2011) show how all these mechanisms participate during the intensification, causing the modeled vortex to vacillate between relatively symmetric and highly asymmetric phases. This alternating change in the degree of symmetry is termed a vacillation cycle (VC). In their hydrostatic simulations of hurricane Katrina with the Australian Bureau of Meteorology model TCLAPS the asymmetric phase is characterised by a monopole structure in low-level potential vorticity (PV) and equivalent potential temperature (θₑ) with the maximum at the vortex centre. In this phase the modeled tropical cyclone deepens rapidly. In contrast, the symmetric phase is characterised by a low-level ring of elevated PV, θₑ and vertical velocity. In this phase the maximum azimuthal-mean tangential wind rapidly accelerates. The two phases of the low-level structure of the PV and θₑ are observed in aircraft data by Kossin and Eastin (2001) in hurricanes Diana (1984) and Olivia (1994). More recently, Hankinson et al. (2014) showed that vacillation cycles are common in ensemble simulations with TCLAPS of hurricane Katrina.

It was suggested by Nguyen et al. (2011) that both convective and barotropic instabilities are important for the development of vacillation cycles. Therefore, vacillation cycles are likely to be sensitive to the initial conditions, model formulation and physical parameterisation. For this reason non-hydrostatic WRF simulations of hurricane Katrina are conducted and the results are presented here. From this perspective, the current research extends the results of Nguyen et al. (2011).

Furthermore, the evolution of the PV in the inner core region is examined to understand the mechanism, by which the central pressure varies during vacillation cycles. ‘Methods’ describes the WRF model setup, a vortex centre
communicate with each other by two-way interaction on a mercator projection. The outer domain has a resolution of around 16.7 km (0.15°) horizontal resolution on a grid with 280 × 240 points. The inner domain has 301 × 301 grid points with the southwest corner located at 17.5°N and 267.5°E giving a horizontal mesh size of about 5.6 km (0.05°). To construct the initial and boundary conditions a GFS analysis is interpolated on 45 vertical σ levels on both domains with the top level at 50 hPa. In the coarser domain the cumulus parameterisation, based on a cloud model of Kain and Fritsch (1993), is used, whereas in the finer domain the cumulus scheme is switched off. The cloud microphysical calculations use the Purdue Lin scheme of Chen and Sun (2004). The longwave radiation calculations employ the Rapid Radiative Transfer Model (RRTM) based on that by Mlawer et al. (1997), while the shortwave radiation calculations use a scheme based on Dudhia (1989). Moisture fluxes from surface are calculated using similarity theory and the boundary layer (YSU) is based on Hong et al. (2006).

Methods
The non-hydrostatic WRF model
The Weather Research and Forecast model (WRF) is an atmospheric simulation system, which has been previously applied to a wide range of meteorological problems, including tropical cyclone intensification (Rotunno et al. 2009, Li and Pu 2008, Nolan et al. 2009, Fierro et al. 2009). The Advanced Research WRF (ARW) dynamic core, chosen here, uses the non-hydrostatic perturbation form of the Euler equations written in flux-form (Skamarock 2008). The WRF run discussed here has two fixed domains, which communicate with each other by two-way interaction on a mercator projection. The outer domain has a resolution of around 16.7 km (0.15°) horizontal resolution on a grid with 280 × 240 points. The inner domain has 301 × 301 grid points with the southwest corner located at 17.5°N and 267.5°E giving a horizontal mesh size of about 5.6 km (0.05°). To construct the initial and boundary conditions a GFS analysis is interpolated on 45 vertical σ levels on both domains with the top level at 50 hPa. In the coarser domain the cumulus parameterisation, based on a cloud model of Kain and Fritsch (1993), is used, whereas in the finer domain the cumulus scheme is switched off. The cloud microphysical calculations use the Purdue Lin scheme of Chen and Sun (2004). The longwave radiation calculations employ the Rapid Radiative Transfer Model (RRTM) based on that by Mlawer et al. (1997), while the shortwave radiation calculations use a scheme based on Dudhia (1989). Moisture fluxes from surface are calculated using similarity theory and the boundary layer (YSU) is based on Hong et al. (2006).
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Mesoscale undulations in the centre. Primarily the technique was developed for application to observations near the core. As the data density from the model is considerably higher than the density of dropsonde or aircraft observations, the minimisation in the TPF code converges in a well-established vortex. Nonetheless, the algorithm diverges when the pressure anomalies are weak or when the first guess centre is too removed from the actual centre, as for the period 0–10 h.

Measure of asymmetry

The degree of asymmetry in the vortex is quantified by the maximum of the azimuthal standard deviation of the potential vorticity ($\sigma_{P}$)

$$S_{\text{max}}(R) = \max \left( \frac{1}{n} \sum_{i=1}^{n} \left( PV_{\sigma}(d_{i}) - \overline{PV_{\sigma}}(R)^{2} \right)^{\frac{1}{2}} \right) \ldots (2)$$

Here $\sigma_{P}$ is the error variance of the $i$th pressure data point at location $x_{i}$. The centre is calculated by minimising $J_{p}$ over $\beta$. In other words, the actual pressure profile is fitted to a range of typical tropical cyclone profiles. Hence, the TPF centre is determined by the largescale vortex and not by mesoscale undulations in the centre. Primarily the technique was developed for application to observations near the core. As the data density from the model is considerably higher than the density of dropsonde or aircraft observations, the minimisation in the TPF code converges in a well-established vortex. Nonetheless, the algorithm diverges when the pressure anomalies are weak or when the first guess centre is too removed from the actual centre, as for the period 0–10 h.

Vortex centre finding

The first guess for the centre of the vortex at each level is defined by the average of the location of minimum wind speed and the location of minimum sea level pressure or the minimum of geopotential height depending on the level. This first guess is improved by the translating pressure fit technique (TPF) developed by Kepert (2005) for objectively locating the pressure centre of tropical cyclones from observations. As indicated by the red dots in Fig. 1 the first guess track of the simulation undulates around the smoother TPF track, indicated by the blue line with asterisk signs every six hours.

The algorithm of Kepert (2005) determines the centre by randomly perturbing the parametric tropical cyclone pressure profiles of Holland (1980) and minimising a cost function. When the algorithm of Kepert (2005) is applied at a particular time the cost function simplifies to

$$J_{p}(\beta) = \sum_{i=1}^{n_{\text{obs}}} \left( \frac{p_{i} - p_{\text{hol}}(r_{\text{mean}}(x_{i}), \beta))}{\sigma_{P_{i}}} \right)^{2}, \ldots (1)$$

Here the parametric profile $p_{\text{hol}}$ is defined by the shape and intensity of $\beta(\nu_{m},r_{m},b,p_{c}(\cdot))$, where $\nu_{m}$ is the maximum circlostrophic wind at the radius of maximum wind (RMW) $r_{m}$, $b$ is the profile shape parameter and $p_{c}$ is the central pressure. $\sigma_{P_{i}}^{2}$ is the error variance of the $i$th pressure data point at location $x_{i}$. The centre is calculated by minimising $J_{p}$ over $\beta$. In other words, the actual pressure profile is fitted to a range of typical tropical cyclone profiles. Hence, the TPF centre is determined by the largescale vortex and not by mesoscale undulations in the centre. Primarily the technique was developed for application to observations near the core. As the data density from the model is considerably higher than the density of dropsonde or aircraft observations, the minimisation in the TPF code converges in a well-established vortex. Nonetheless, the algorithm diverges when the pressure anomalies are weak or when the first guess centre is too removed from the actual centre, as for the period 0–10 h.

Fig. 2. Minimum sea level pressure in red and maximum wind speed in dark blue (observed 1-minute sustained maximum surface winds and maximum wind anywhere in the model). Solid lines are the best track data and dashed-dotted lines are from the simulation. The light blue solid line with crosses shows the maximum of the azimuthal mean tangential wind at 850 hPa.
Fig. 3. Detrended evolution of $\Delta S_{\text{max}}$ in red with circles, the maximum mean tangential wind $\frac{\partial U_{\text{max}}}{\partial t}$ in blue with triangles, (a) and the central pressure tendency $\frac{\partial p_c}{\partial t}$ in green with crosses (b).

Results

Vortex evolution

Figures 1 and 2 compare the simulated track and intensity of the vortex with observations. The distance between the simulated and observed track is 46, 126 and 158 km after 24, 48 and 72 h of simulation, respectively (Fig. 1). At the initial time, the minimum pressure (red dash-dotted line) and maximum wind (dark blue dash-dotted line) shown in Fig. 2 are 1004 hPa and approximately 20 m s$^{-1}$, respectively. In contrast, the best track values at the initial time are 983 hPa (red solid line) and 36 m s$^{-1}$ (blue solid line). The best track are the maxima in the 1-minute sustained surface winds obtained from a combination of measurements (Knabb et al. 2006).

Although the simulation differs from the observations in detail, the rate of intensification is comparable. The model wind rapidly intensifies in about 50 to 60 hours to a category 5 tropical cyclone with a maximum in the mean tangential wind at 850 hPa of 85 m s$^{-1}$ at 69 h in the simulation compared with an observed best track maximum of 77 m s$^{-1}$ at 66 h. Near the end of integration, at 72 h, the model reaches almost the same pressure as that of hurricane Katrina (901 hPa at 0000 UTC 29 August 2005 in the simulation compared with the observation of 902 hPa at 1800 UTC 28 August 2005). Although the simulation reaches the observed final minimum pressure, the evolution of the minimum pressure is different from that observed. There are two phases in which the pressure remains constant in the best track data whereas in the simulation the central pressure falls continuously, albeit with variations in the pressure tendency.

The detrended evolution of $S_{\text{max}}$ at 850 hPa, denoted $\Delta S_{\text{max}}$, is plotted in Fig. 3 in conjunction with the central pressure tendency $\frac{\partial p_c}{\partial t}$. Symmetric and asymmetric phases are indicated by vertical black solid (S1–S4) and dashed lines (A1–A4) in Fig. 2 and 3. Asymmetric phases are defined as periods in which $\Delta S_{\text{max}} > 1.5$ and $\frac{\partial p_c}{\partial t} < -2$. Symmetric phases are defined simply as the period preceding an asymmetric phase in which $\Delta S_{\text{max}} < 0$.

In asymmetric phases A1–A3 there is pronounced deepening of the vortex, exceeding $-3$ hPa h$^{-1}$, along with high values of $\Delta S_{\text{max}}$, exceeding two. This result agrees with the findings of Nguyen et al. (2011) who found that asymmetric phases are characterised by relatively strong deepening. In contrast, symmetric phases are characterised by a relatively weak deepening. Moreover, in the intensification phase from 24–60 h the correlation between $\Delta S_{\text{max}}$ and $\frac{\partial p_c}{\partial t}$ shown in Fig. 3(a) is negative ($R^2 = -0.51$). The negative correlation during the vacillation cycles supports the relationship found by Nguyen et al. (2011) between the degree of symmetry and the rate of change of the central pressure.

Nguyen et al. (2011) also found the maximum azimuthally-mean tangential wind to increase most rapidly during symmetric phases. Here, during the intensification period 24–60 h, the correlation between $\Delta S_{\text{max}}$ and $\frac{\partial U_{\text{max}}}{\partial t}$ shown in Fig. 3b is just slightly negative ($R^2 = -0.09$). The result implies that, in contrast to Nguyen et al. (2011), there is a slight but insignificant preference for the mean tangential wind to increase during asymmetric phases also.

Azimuthal mean

The evolution of the azimuthal mean fields are shown in Fig. 4. Each asymmetric phase is characterised by the inward propagation of the tangential acceleration, as indicated by the thick red dashed lines in Fig. 4, resulting in a relatively large acceleration near the centre of the vortex. In Nguyen et al. (2011) the acceleration of the mean tangential wind near the RMW is closely associated with the symmetric phase. In contrast, in the WRF simulation the patterns of acceleration in the mean tangential wind are similar but lagged in time. Except for S3, the strongest accelerations occur just after symmetric phases and persist during asymmetric phases. This results in the positive correlation between $\Delta S_{\text{max}}$ and $\frac{\partial U_{\text{max}}}{\partial t}$.

The blue contours in Fig. 4(b) illustrate the evolution of the mean PV and its radial gradient (shaded). Throughout the intensification (from 20 h onwards) the vortex shows a PV minimum in the core relative to the eyewall, which is consistent with the ring structure of low-level PV reported in high-shear environments.
by Nguyen et al. (2011), and is typical for the symmetric phases. Except for S3, the PV in the centre increases in the asymmetric phases and decreases in the symmetric phases (see the blue contours at S1, S2, S4 and S5). In contrast to Nguyen et al. (2011) there is no clear monopolar PV structure in the asymmetric phases. A negative PV gradient develops near the centre three times at 28 h, 41 h and 49 h (before S1 and after A2 and A3), but on average the PV gradient in the core remains positive on the inside of the core region and negative on the outside. Solid purple lines in Fig. 4(b) and (c) mark isolated PV anomalies that propagate towards the centre; they are described in the following section 4.1.

The tendency of the radial wind $\frac{\partial \bar{u}}{\partial t}$ at 900 hPa, shown in Fig. 4(c), illustrates the acceleration of the mean inflow in the boundary layer. Particularly, during or just before the symmetric phases the radial inflow accelerates at radii between the RMW and 150 km. The mean tangential wind accelerates following to these accelerations in the radial wind (see Fig. 4(a)).

Evolution of the PV in the inner core region

Vortex Rossby waves

The stepwise deepening of the simulated vortex during the asymmetric phase is now examined in light of the evolution of the PV in the inner-core region. As suggested by Montgomery and Kallenbach (1997), vortex Rossby waves propagating outwards in a negative mean radial PV gradient may affect the vortex intensity by feeding wave energy into the mean flow at the critical radius. This critical radius is typically located outside of the RMW. We investigate now the region inside of the RMW wherein the mean PV radial gradient is generally positive.

In Fig. 5 the azimuthal angle is defined such that zero degrees is south of the centre and increases counterclockwise, which is in the direction of the mean flow. The solid lines indicate the mean tangential wind at radii of 40 and 20 km, respectively, whereas dashed lines mark the movement of PV anomalies.

It is evident from Fig. 5 that the PV anomalies retrograde at 30–50 km radii (solid lines in Fig. 5(a) are more horizontal than dashed lines). This behaviour is consistent with the propagation of VRWs in a negative mean PV radial gradient. At the inner radii 10–30 km (Fig. 5(b)), at which the mean PV radial gradient is positive (see Fig. 4(b)), the retrogression is not clearly evident. Moreover, the inward movement of PV anomalies can be seen by combining panels (a) and (b) in Fig. 5. For instance, a positive cyclonic PV anomaly (marked by the orange shading) disappears at 31 h at 180° in Fig. (a) and reappears instantly in Fig. 5(b) (similarly at 38 h at 90° during A2). In A3 the anomaly could not be tracked further with the detection of the absolute PV maximum (see next section) as diabatic generation of PV in the eyewall intensifies. Nevertheless, the PV in A3 at 46 h is low at the outer radii (Fig. 5(a)) between 200°–360° and about double at inner radii (Fig. 5(b)) indicating the continuation of the centreward propagation of the PV anomalies.

Fig. 4. Radius-time plots at 850 hPa of the azimuthally averaged: (a) tendency of the tangential wind $\frac{\partial \bar{v}}{\partial t}$ shaded with $\bar{v}$ as blue contours (in m s$^{-1}$ with increments of 10), (b) radial gradient of the PV $\frac{\partial \bar{\nabla}}{\partial r}$ shaded with $\bar{\nabla}$ as blue contours (in PVU with increments of 10), and at 900 hPa (c) the tendency of the radial wind $\frac{\partial \bar{u}}{\partial t}$ shaded with $\bar{u}$ as blue contours (in m s$^{-1}$ with increments of 5, positive values represent outward flow; at 66–72 h there is no data in the innermost 20 km as the 900 hPa level intersects the surface). Solid black line indicates the radius of maximum tangential wind.
Isolated PV anomalies
The PV anomalies in the inner-core region appear to move inwards resembling eyewall mesovortices (see e.g. Schubert et al. 1999, Kossin et al. 2000). The inward movement of these isolated PV anomalies is investigated now.

Isolated PV anomalies are identified by tracking the absolute PV maximum in a coarse grain field of PV constructed using a three point filter. These PV anomalies are taken to be part of a single event while three conditions are met. First, they can be tracked for at least one hour. Second, they move no further than 25 km per analysis interval, which is 5 minutes (implying that the anomalies cannot move faster than 300 km/h, which is a condition easily satisfied). Third, their distance from the centre decreases with time.

The purple lines in Fig. 4 (dashed lines in Fig. 5 and thick solid lines in Fig. 6) show the start and end points of four events that could be tracked and which satisfy the criteria above. These events are named P1–P4. They originate in the eyewall around the RMW (black solid line in Fig. 4(b)) and propagate centrewards on a negative mean PV gradient until they reach the location of the maximum mean PV (where $\frac{\partial PV}{\partial r}=0$). Additionally, Fig. 6 shows a horizontal plane view of the PV and vertical velocity with the tracked PV maxima (dashed lines) and the location of the corresponding absolute PV maximum (marked by an asterisk). During the asymmetric phases A1 and A2 the isolated PV anomalies P2 and P4 could be tracked centrewards (Fig. 6(c) and (f)). Furthermore, the two events P1 and P3 occur before S1 around 23 h and between A2 and S2 at 34 h (see Fig. 5), also shown in Fig. 6(a) and (d). The PV anomaly P1 shown in Fig. 6a at 23:25 h, has been further
Differential advection geometrically deforms fluid elements. Such transport and deformation will, in general, have the effect of homogenising the scalar properties of the fluid. The process of homogenisation is called stirring. Here we focus on the stirring of PV.

In A3 and later on, the PV is still stirred into the centre although the PV in the ring along the eyewall is higher than tracked until 24:10 h while it travelled centrewards. $\Delta S_{\text{max}}$ also peaks at 23 h (see Fig. 3) and there is a centreward acceleration of $\frac{\Delta S}{\Delta t}$ (see Fig. 4(a)), although the intensification is not sufficiently strong to be defined as an asymmetric phase; also the deepening of the vortex is not as distinct as in the asymmetric phases. Although these events do not satisfy the criterion $\Delta S_{\text{max}} > 1.5$ as in A1–A4, they intensify the vortex by stirring PV centrewards and accelerating the mean tangential wind.

Differential advection geometrically deforms fluid elements. Such transport and deformation will, in general, have the effect of homogenising the scalar properties of the fluid. The process of homogenisation is called stirring. Here we focus on the stirring of PV.

In A3 and later on, the PV is still stirred into the centre although the PV in the ring along the eyewall is higher than
in the centreward propagating tip of the PV (see P5 in Fig. 6(h)). Similarly for P6 in Fig. 6(i) the asterisk indicates the absolute PV maximum at 51 h in A4 while the PV stirring into the centre cannot be tracked. The algorithm tracks the absolute maximum which remains in the eyewall after 45:00 h preventing further tracking of the isolated PV anomalies even though they are visible in A3 and A4 in the horizontal cross sections (see P5 and P6 in Fig. 6(h) and (i)).

Figures 6(b, e, g) show PV contours in the symmetric phases S1–S3, respectively. These three symmetric phases are characterised by relatively lower PV in the centre region as well as in the eyewall region compared to asymmetric phases (see also blue contours in Fig. 4(b)). The solid and dashed contours in Fig. 6 indicate vertical velocity. The vertical motion illustrates the symmetry of the vortex with a more circular shape in symmetric phases and more asymmetric shapes with single updrafts in asymmetric phases. All of the isolated PV anomalies originate in regions of strong vertical updraft, see e.g. Fig. 6(a, c, f). Such vertical updrafts spanning the depth of the troposphere (not shown) are regions of intense convection, sometimes termed vortical hot towers (VHTs, Hendricks et al. 2004). VHTs appear to be a necessary prerequisite for forming isolated PV anomalies as they diabatically generate strong PV maxima.

Discussion

The configuration used for the WRF simulation was designed to be as close as possible to the configuration of the TCLAPS simulation reported by Nguyen et al. (2011). Although vacillation cycles can be identified in the non-hydrostatic WRF simulation reported here, the vacillations are more pronounced in the hydrostatic TCLAPS simulation. The WRF fields are more noisy and show more small-scale variation compared to the smoother model fields of Nguyen et al. (2011) even though both models have 0.05° horizontal resolution. The reason might be the non-hydrostatic formulation of WRF or it might be that TCLAPS has more implicit diffusion, or possibly, a combination of both.

The general evolution of the vortex in WRF and TCLAPS is similar although the structure of the fields and the timing of the individual symmetric and asymmetric phases differ completely, as expected. The stepwise intensification in the two models is more distinct in TCLAPS, whereas in WRF the deepening of the vortex is more gradual. In contrast to the simulation of Nguyen et al. (2011), which had three intense phases in which the vortex deepened, the steps are shorter and smaller in the WRF simulation. Both models fail to reproduce the two distinct steps (in particular the second step from 36–48 h) in the best track (Fig. 2). Furthermore, in contrast to the PV in TCLAPS and and observations from Kossin and Eastin (2001) (using relative vorticity as a surrogate for the PV) the WRF simulation does not develop a monopolar PV maximum at the centre in any of the asymmetric phases (see Fig. 6). On the other hand a ring structure develops in all of the symmetric phases (see Fig. 6(c, f, i) and even stays ring-like in the azimuthal mean (see blue contours in 4(b) from 30 h onwards).

This ring structure in the low level PV implies that the vortex is barotropically unstable, as there is a change in sign in the radial PV gradient. Barotropic instability and convection go hand in hand to produce the centreward stirring of PV. Isolated PV anomalies are generated diabatically at the sites of enhanced convection (VHTs). Barotropic instability needs a PV ring on which counter propagating vortex Rossby waves amplify (Schubert et al. 1999). In the early stages of the simulation (before 30 h) the VHTs appear to be the sole source of isolated PV anomalies, whereas later when the vortex becomes barotropically unstable, the PV ring tends to break into isolated PV anomalies. The inward propagation and merger of these isolated PV anomalies acts to reduce the barotropic instability. It appears that these two competing processes drive the vacillation cycle. Eventually the vortex deepens as the PV anomalies propagate towards the centre and merge.

Fierro et al. (2009) documented changes in the structure of hurricane Rita (2005) in simulations with WRF as the resolution increases from 1 to 5 km. Although the intensity did not change appreciably, they found the energy at low wave numbers (2–4) decreased with increasing resolution, while the energy of the symmetric flow and that at higher wave numbers increased with higher resolution. These results imply that the vacillations reported here may become less pronounced as the resolution increased. Answering the question of whether vacillation cycles are real features of tropical cyclones or numerical artifacts requires a detailed comparison of measurements with high resolution simulations using a wide range of grid spacings.

Conclusions

This study has investigated the vacillation cycles that occurred during a simulation of hurricane Katrina with the Weather Research and Forecasting model (WRF). Vacillation cycles are the repeated oscillation between an asymmetric and a symmetric mean azimuthal low-level PV structure, first reported by Kossin and Eastin (2001) and simulated by Nguyen et al. (2011).

Nguyen et al. (2011) investigated vacillation cycles in simulations with the hydrostatic model TCLAPS. It has been shown here that vacillation cycles occur in a non-hydrostatic model as well. In the symmetric phase the low-level PV has an approximately circular shape that frequently breaks down into one or more isolated, monopolar PV anomalies which subsequently propagate centrewards on the mean negative PV gradient.

The patterns of low-level PV in WRF (the PV rings and anomalies) that characterise the individual phases agree with the results of Nguyen et al. (2011) in the symmetric phases, although the structure and evolution of the PV field in asymmetric phases is less distinct. In particular, it appears that the WRF simulation produces weaker vacillation cycles.
than TCLAPS. In TCLAPS there are three distinct and intense vacillation cycles whereas in WRF there are four cycles of which each is individually weaker.

The breakdown of the PV to individual anomalies is associated with barotropic instability and convection. The combination of convection and barotropic instability results in the centreward propagation of low-level PV anomalies, which, in the process, stirs PV into the centre region in the asymmetric phases. This rearrangement of the PV field is responsible for a rapid fall in the central pressure. Although the transition to an asymmetric phase is a result of this instability it is not restricted to these transitions.

Further research could focus on the robustness of PV dynamics in vacillation cycles by simulating other real case or idealised tropical cyclones with a non-hydrostatic model at higher resolutions while comparing these results to measurements.
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