
November 2020

Ilene Carpenter
Ilene.carpenter@hpe.com
Earth Sciences Segment Manager

HPE in Weather & Climate

http://hpe.com


ONE YEAR AGO…

+



EARTH SCIENCES: CORE DRIVERS

Performance: Drive continued improvements in fidelity of weather 
& climate simulations

Reliability: Maintain performance, reliability & serviceability as 
systems grow in size & complexity

Maximize value of environmental data

3



$2+ BILLION CONTRACTS WON1

1. Listed are the publicly disclosed won-to-date contracts

$100M +

30-OCT-2018
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18-MAR-2019
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$600M +

7-MAY-2019
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5-MAR-2020
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§ Indiana University’s BigRed 200 
§ Air Force Weather’s HCP11
§ UK’s Archer2
§ Lawrence Berkeley National Lab’s Perlmutter
§ Oakridge National Lab’s Frontier
§ Argonne National Lab’s Argonne
§ Lawrence Livermore National Lab’s El 

Capitan
§ Los Alamos National Lab’s Crossroads
§ AWE
§ Pawsey Supercomputing Center
§ EuroHPC JU’s LUMI
§ And others…
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ANNOUNCED SLINGSHOT SYSTEMS
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HPE IN WEATHER FORECASTING – GLOBAL PRESENCE, ALL GEOGRAPHIES



NEW CRAY SYSTEMS IN WEATHER, CLIMATE & OCEANOGRAPHY
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Dennard scaling ended 10 years ago 
• Clock speeds stopped increasing
• # cores/processor increases each generation

Impact on model algorithms and structure:
• Algorithms must 
• Use lots of cores
• Minimize global communication

Quasi-uniform grids 
• Avoid the “pole problem” of lat-lon grids
• Cubed sphere, icosahedral

THE NEED FOR SCALABILITY

Finite volume, finite element, spectral element

Need application scalability so that 
using more cores delivers more performance



End of Dennard scaling led to the use of architectural
specialization to get performance - different processors 
optimized for different workloads
• CPUs from AMD, Intel, ARM
• Vector processors - Fujitsu A64FX, NEC Aurora SX
• GPUs from NVIDIA, AMD, Intel
• FPGAs
• AI chips
• On-chip HBM

EMERGING TECHNOLOGIES 
INCREASING DIVERSITY IN PROCESSORS AND MEMORY

?



Accelerators: 
• NVIDIA GPUs 
• NEC SX Aurora 

Processors:
• Intel Xeon Phi – HBM + DIMMs
• Fujitsu A64FX 
• Armv8-A, designed for HPC workloads
• 48 cores
• 32 GB HBM2
• 2 512-bit wide SIMD SVE units per core, designed for 

HPC
• But … no DRAM DIMMs
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WHAT ABOUT HBM? 
HIGH MEMORY BANDWIDTH AND ENERGY EFFICIENCY

“GPUs have two key technologies, wide 
vectors like SVE and a lot of memory 
bandwidth. Fujitsu stuck both onto A64FX”, 
Simon McIntosh-Smith



ARM BASED SUPERCOMPUTERS

HPE Apollo 70
Marvell Thunder X2

Astra at SNL

Cray XC50
Marvell Thunder X2

Isambard at UKMO

A64FX

Fugaku
HPE Apollo 80
Fujitsu A64FX

Isambard2 at UKMO

Wombat 
at ORNL

Octavius 
at Georgia 
Tech

Ookami at 
Stony 
Brook

LANL

BEAST at LRZ

RIKEN

Catalyst UK 
systems
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HIGH MEMORY BANDWIDTH – EARLY A64FX RESULTS

System delivered by Penguin

Si Hammond
• Very efficient 

memory subsystem 
but small capacity

• Lots of flags on 
Fujitsu compiler to 
tweak 



HIGH MEMORY BANDWIDTH – EARLY A64FX RESULTS
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Si Hammond
• Performance 

translates well to 
linear solvers.

• The compiler and 
compiler flags used 
matter.



HIGH MEMORY BANDWIDTH – EARLY A64FX RESULTS
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• Gather/scatter heavy 
codes are sensitive 
to memory latency 
and caches provide 
good performance.

• Intel Sky Lake 
significantly 
outperforms A64FX 
because of large L2 
(+L3) caches. 



WHICH PROCESSOR? 

• Intel Platinum 9242 2.3GHz 
Cascade Lake AP 48 core 350W

• Intel Platinum  8260 2.4GHz 
Cascade Lake 24 core 165W

• AMD EPYC 7502 2.5GHz Rome 
32 core 180W

• AMD EPYC 7742 2.25GHz 
Rome 64 core 225W
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Diverse software stacks and usage 
styles
• Interactive computing
• High productivity interpreted languages 
• New analytics and AI frameworks
• Containerized software

INCREASINGLY HETEROGENEOUS, DATA-CENTRIC WORKLOADS



AI FOR WEATHER FORECASTING

There is a rapid increase in the use of Machine Learning in the weather enterprise all 
through the forecast chain. 

AI has different needs –storage, software stack, sometimes processors – where should you 
run it?   

Where is the training data? 
• If from NWP models, run on (potentially heterogeneous) HPC system where the data is 

generated
• If training data is in public cloud, move computation to where the data is?
• If training data is in multiple locations, run locally and pull in data as needed? 



MODELING & 
SIMULATION

BIG DATA
ANALYTICS

ARTIFICIAL 
INTELLIGENCE+ + EXASCALE

ERARUNNING ON ONE MACHINE IN MISSION-CRITICAL WORKFLOWS



COMPANY CONFIDENTIAL – HPE Internal Only
COMPANY CONFIDENTIAL – HPE Internal Only



HPE CRAY EX (SHASTA) SYSTEMS SELECTED FOR WEATHER CENTERS –

• All will use AMD EPYC processors

• NOAA NCEP
• 2 systems in different physical locations (geo-redundant)
• GDIT is the new managed service provider for NOAA

• US Air Force 557th Weather Wing
• 2 systems in a hall A/hall B configuration
• Acquired and run by Oak Ridge National Laboratory, to provide HPC-as-a-service to the Air Force

• US Naval Meteorology and Oceanography 
• To be housed at the Navy DSRC at Stennis Space Center

• A NMHS outside the US

• An Air Force outside US
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First Cray EX systems sold for 
weather forecasting outside of 
the US! Not announced yet. 



ORNL will provide 
supercomputing-as-a-service on 
the HPC11 system to the   Air 
Force 557th Weather Wing.

First Shasta system for production 
weather forecasting. 

• Slingshot interconnect

• 2nd gen AMD EPYC processors

• 8 cabinets in a hall A/hall B 
configuration

2 HPE Cray EX systems
Each with 800 AMD Rome (64c) nodes and 256 GB/node



HPE Cray EX system with
• 2176 AMD Rome (64 core) nodes, 256 GB/node 
• 112 NVIDIA V100 GPUs



• Two HPE Cray EX systems, each with
• 2560 dual-socket AMD (64c) Rome nodes, 512 GB/node
• HPE Cray ClusterStor Lustre – flash and HDD

• NOAA R&D system – Cray CS500 (2019)
• 1200 Intel SkyLake nodes
• 100 nodes with NVIDIA P100

• NOAA Climate research system – Cray XC hosted by ORNL



EARTH SCIENCES: WHY HPE?

• Performance 
• Balance performance & throughput across workflow
• Focus on TCO

• Reliability
• Operationally proven, unrivalled experience

• Vision
• World-leading software development environment, performance tools & application support experts
• Long-term customer partnerships, workshops

• Experience
• Through its acquisitions of SGI and Cray, HPE has systems at a large fraction of the worlds weather 

forecasting centers.
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THANK YOU


