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Why Bother?

Kerala 2018 (Partha Mukhopadhyay)

NWP can play a vital role in 
helping society become more 
resilient to the increasing 
extremes of climate.





Craig Bishop’s 
question to 

Andy Brown. 



To improve NWP, do we need more 
observations or better models?
• A key problem in the medium-range is an inability to assimilate the key 

information in observations into the forecast model. (Rodwell, 2013).  
This is often a model resolution problem. 

• Forecast skill of precip in tropics (where circulations are convectively 
forced) is systematically worse than in extratropics. 

• John Le Marshall’s question to Andy Brown. 

• In the late medium-range, models generate systematic errors due to 
systematic deficiencies in the heuristic formulae (aka parametrisations) 
used to represent unresolved processes. 



High-resolution (1-3km) global 
ensembles

• Better representation of extremes

• Better able to assimilate observations

• No need for some key parametrisations – smaller systematic errors



Deterministic prediction within 
”the limit of deterministic 

predictability” makes no 
scientific sense at all!



High-resolution (1-3km) global ensembles – a 
computational challenge even by 2030.

• Use of AI for parametrisations (in nonlinear model and in tangent linear 
model)

• Use of reduced-precision (single and maybe even half-precision) 
modelling

• Domain-specific languages. 



Neural networks for efficient Gravity 
Wave Drag parameterization
• Emulate existing Non-Orographic Gravity Wave Drag (NOGWD) scheme from ECMWF’s IFS model.

• Use fully connected neural network trained on 1-year of data.

• Inputs: pressure, velocity & temperature profiles
Outputs: velocity tendency profiles.

• Neural network performs well when coupled back into IFS, offline speed testing finds NN scheme is 2x 
faster.

Existing NOGWD scheme Neural network NOGWD scheme

Year long simulations of IFS using existing or NN gravity wave drag schemes. Forced with observed SST. Plotting equatorial zonal jet to show 
the descent of the Quasi-Biennial Oscillation. The previous GWD scheme (not plotted) failed to produce this descent. 

Mat Chantry



If the parametrization 
problem is inherently 

stochastic, why are we 
running our model with 64-bit 

precision? Makes no sense!

With thanks to Mat Chantry, Peter Dueben, Sam Hatfield, Adam Paxton, Leo Saffin.



Simon Lang and colleagues at ECMWF

More accuracy with less precision 



Towards
Half 
Precision

Mat Chantry, Peter 
Dueben, Sam 
Hatfield



Half-precision on climate timescales. 

Adam Paxton, Leo Saffin, Mat Chantry



1. Fugaku Supercomputer
at 16 bit ≈ Exascale.
(and nothing is lost from running
at low precision)

ARM chips support mixed precision in Fortran



4-bit 
deterministic

1-bit 
deterministic

1-bit 
stochastic 

Noise can be a positive resource!



Downscaling and Calibration

• Necessary even with a 1km model

• How to do this:
• LAMs
• AI



Needs fully reliable probabilistic triggers for regionally specific 
extreme events in the medium range.



Disadvantages of LAMs
• We will need to run them over full medium range if they are to usefully 

guide e.g. F-b-F.
• Need ensembles (e.g. for probabilistic triggers).

• Need significant reforecasts in order that forecast data can be calibrated 
and fed into impact/application models. 

• Few if any NMSs have the resources to do this adequately: none in the 
developing world where extreme weather is most severe. 

Advantage of LAMs
• Based on the laws of physics.

• Terrific results from Charmaine Franklin (yesterday)



Disadvantages of AI
• This is an untested area. 

• Do we have adequate training data?

• Can they cope with record-breaking extremes, not seen in the 
training data?

Advantages of AI
• National-specific AI schemes can be developed at NMSs using 

national observational datasets for training.
• A key role for maintaining both data and human resources at the 

national level. 

• Easily run over long forecast ranges. 



Example of AI downscaling scheme
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Forecast example for flash floods in western Crete

“In two 1-year verification comparisons, with limited area 
ensembles, with and without modern post-processing 

methods applied, for two relatively mountainous European 
regions, ecPoint performed as well or better” 

Convection-resolving 
ensembles:

• Calibration is non-local, it needs just 1 year of 
48h Control forecasts

• Convective and large-scale rain are post-
processed very differently

• All ecPoint forecasts can be easily 
decomposed and understood (gives physical 
insights)

c/o Tim Hewson, ECMWF



Data Assimilation

• Blending reduced precision and AI
• Tangent linear / adjoint of of Neural Net based parametrization is  

simple
• Allows precise adjoint modelling with full physics at low precision
• Can we assimilate observations into a model which includes 

stochastic AI-downscaled software?



NWP for 2030

• Need to improve early warning systems on timescale of a week or more 
so that precautionary actions can be taken. Part of improving climate 
resilience. 

• Global ensembles vital, but we must develop convective-permitting 
models. 

• We have to develop much more efficient algorithms to enable better 
use to be made of exascale computing – AI and stochastically rounded 
low precision, enormous potential to improve data assimilation 
schemes. 

• Downscaling and calibration are going to be vital tools. AI holds more 
promise than LAMs. 

• Forecasters role much more in interacting with users to find the most 
appropriate probabilistic products. 


